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Executive Summary 
 

 
The review of the U.S. Department of Energy’s Experimental Program to Stimulate Competitive 
Research (DOE EPSCoR) program was held on July 22-25, 2007 in Golden, Colorado.  The review 
was hosted by the National Renewable Energy Laboratory (NREL) and was attended by over 60 
faculty, students and research scientists from 44 states. A record number of twelve DOE National 
Laboratories participated in the review to stimulate networking and partnership with these DOE 
crown jewels.  The program was designed to achieve three major objectives: 1) Review projects 
currently funded by the DOE EPSCoR program, 2) Identify and stimulate interaction between the 
EPSCoR university community and the DOE National Laboratories, and 3) Provide a forum for 
exchange of information and ideas regarding the opportunities for renewable energies to contribute to 
the world’s future energy needs. 
 
DOE EPSCoR Program Review – A poster session was held on the afternoon and evening of 
Monday, July 23rd where over 40 posters representing DOE funded EPSCoR projects were 
displayed.  There was a lively exchange of information on a wide variety of topics ranging from 
photonics and electro-optic materials, magneto-inertial fusion of plasmas, coal syngas and solid 
oxide fuel cells, nanomagnetism, grid computing, and high-energy physics.  More poster topics 
included cutting-edge topics on novel battery systems, wind-hydrogen energy systems, solar cells 
and thermochemical conversion of woody biomass to fuel, all of which were funded by DOE 
EPSCoR.  In addition DOE National Laboratories represented some of their user facilities in poster 
or booth form.  Oak Ridge National Laboratory highlighted the recently completely DOE Spallation 
Neutron Source and demonstrated how neutrons can be used for renewable energy research and 
development.  Five students from Los Alamos Neutron Scattering Center taught participants about 
their current research and instruments available at the Manuel Lujan Jr. Neutron Scattering Center 
(Lujan). The poster session was a great venue for informal exchanges between students, faculty and 
research scientists.   
 
University/ DOE Laboratory Interactions – A major goal of the EPSCoR meeting was to stimulate 
interactions between the University Community and the DOE National Laboratories.  On Tuesday a 
panel discussion chaired by Richard Bajura, Director of the West Virginia DOE EPSCoR program, 
provided overviews of partnering opportunities from the perspective of four universities.  Ray 
Teller, a seasoned DOE Laboratory partnership leader and Director of the Argonne National 
Laboratory’s Intense Pulsed Neutron Source gave a comprehensive overview of the DOE National 
Laboratory system, with highlights of the national x-rays and neutrons centers, including the five 
DOE Nanoscale Science Research Centers.  In addition, brief presentations were provided by 
twelve National Laboratories with an emphasis on the user facilities at each laboratory. 
 
On Wednesday morning DOE’s  Eric Rohlfing, Division Director of the Chemical Sciences, 
Geosciences and Biosciences Division, Office of Basic Energy Sciences, Office of Science, 
provided an encompassing overview of the Strategic Planning and Energy Initiatives in DOE Basic 
Sciences with a bird’s-eye view of the Basic Research Needs, and planning. Later in the morning, 
the DOE National Laboratory representatives participated in informal discussions where attendees 
could participate in one-on-one discussions with Laboratory representatives.  This provided an 
opportunity to discuss specific opportunities for collaboration and identify points of contact at 
individual Labs and at intersections of research topics to pursue further discussion.   
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The global agenda was designed to provide numerous opportunities for informal discussions among 
participants during lunch and coffee breaks as well as during the opening reception Sunday evening 
and the Bar-b-Que on Tuesday evening.  We want to express a particular thanks to Midwest 
Research Institute and Battelle Memorial Institute for hosting the social events of the workshop.  A 
highlight of the Tuesday evening Bar-b-Que was the music provided by the Grass Roots Review 
Band from Clemson University, South Carolina. 
 
Renewable Energies for the Global Economy- was the theme for the workshop.  The goal was to 
provide the meeting attendees with an overview of the world’s future energy demands, and 
opportunities for renewable energies to meet current and future demands.  The opening plenary on 
Monday morning was highlighted by an overview of The Global Energy Challenge presented by 
George Crabtree, Argonne National Laboratory; and a review of Energy and Nano-structured 
Materials- Scientific Challenges in the Hydrogen Economy presented by Mildred Dresselhaus, 
Massachusetts Institute of Technology.  These were excellent presentations providing a perspective 
on future world energy demand and the challenges to achieve a hydrogen economy.  The Monday 
morning session also featured an overview of DOE’s Office of Energy Efficiency and Renewable 
Energy research portfolio presented by Bob Hawsey of Oak Ridge National Laboratory and an 
overview of the research at NREL presented by Bobi Garrett, Associate Laboratory Director for 
Renewable Electricity. The overview presentations were followed by more detailed presentations on 
Solar, Biomass, Wind and Ocean Energy technologies.  These overview presentations set the stage 
for tours of NREL’s solar and biomass research facilities on Monday afternoon and the 
Laboratory’s National Wind Technology Center on Tuesday afternoon.  The combination of the 
presentations and laboratory tours provided an excellent introduction to renewable energy 
technologies and an introduction to on-going research programs in four key renewable energy areas 
important to DOE and the nation.  
 
A major driver for energy technologies is the relationship between energy conversion and use, and 
the emission of green house gases.  Tuesday morning featured presentations by Warren Washington 
of the National Center for Atmospheric Research (NCAR) describing climate modeling, and Susan 
Solomon of the National Oceanic & Atmospheric Administration (NOAA) describing results of the 
Intergovernmental Panel on Climate Change (IPCC) working group on climate assessment.  These 
two excellent presentations gave the audience an overview of the state-of-the-art in modeling 
climate change and a summary of recent IPCC assessment of human influence on climate change.   
 
In summary the workshop met is three goals by providing an excellent venue for DOE funded 
researchers to highlight their work and demonstrate the breadth of the DOE EPSCoR program in 
energy-related basic and applied research. The meeting stimulated University and National 
Laboratory interaction, and provided a basis for new partnerships for ground-breaking energy 
research across the entire nation.  Participants came away from the meeting with ideas for future 
energy research and an appreciation of the challenges and research opportunities in the area of 
renewable energy. 
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DOE/NSF EPSCoR Program Review 2007 

U.S. Department of Energy 
Experimental Program to Stimulate Competitive Research (DOE-EPSCoR) 

 
Sponsored by U.S. Department of Energy & the National Science Foundation 

“Renewable Energies for a Global Economy” 
 

July 22 – 25, 2007 
Denver Marriott West, Golden, CO 

Hosted by the National Renewable Energy Laboratory (NREL) 
 

 
Agenda 

 
Sunday, July 22, 2007  
3:00 pm – 6:00 pm  Early Registration  
  
5:00 pm– 7:00 pm Reception/Mixer   
 Hosted by Battelle  
  
Monday, July 23, 2007  
7:00 am – 8:00 am Registration/ Continental Breakfast  
  
8:10 am – 8:30 am Welcome and Introductory Remarks  
 Welcome to NREL – Ray Stults, Associate Director Energy Sciences,  
 National Renewable Energy Laboratory   
  

Kristin Bennett, Program Manager, U. S. Department of Energy  
EPSCoR Office  

      
8:30 am – 9:10 am Opening Plenary Session  
 The Global Energy Challenge – George Crabtree, Argonne National 
 Laboratory  
  
9:10 am – 9:50 am Energy and Nanostructured Materials – Scientific Challenges in the 
  Hydrogen Economy – Mildred S. Dresselhaus,  Massachusetts Institute 
  of Technology  
   
9:50 am – 10:15 am   Break  
  
10:15 am – 10:45 am Overview of Department of Energy’s Energy Efficiency and Renewable 
 Energy Program – Robert Hawsey, Director Energy Efficiency and 
 Renewable Energy Program, Oak Ridge National Laboratory  
  
10:45 am – 11:15 am National Renewable Energy Laboratory Overview –   

Bobi Garrett, Associate Director Strategic Development & Analysis, 
National Renewable Energy Laboratory Director, National Renewable 
Energy Laboratory  
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11:15 am – 11:45 am   NREL Biomass Program Overview –Tom Foust, Biomass Program 
 Manager, National Renewable Energy Laboratory  
  
11:45 am – 12:00 pm   Tour Logistics – Ray Stults  
  
12:00 pm – 1:15 pm   Luncheon Speaker – Art Vailas,  

 President, Idaho State University  
  
1:15 p.m. – 2:00 p.m.   The Challenges and Opportunities for Solar Research – 
 Larry Kazmerski, Director, National Center for Photovoltaics,  
 National Renewable Energy Laboratory  
  
2:00 pm – 5:00 pm  Concurrent Activities  
 Poster Set-up 
 2:00 – 3:00  Tour of NREL Biomass and Solar R&D Facilities  
 3:30 – 5:00  Tour of NREL Biomass and Solar R&D Facilities  
 
5:00 pm – 7:00 pm  Poster Session/Networking Mixer 
 -Students/Faculty/Staff Poster Session 
 -NREL Lab S&T and Staffing recruiting displays 
 -EPSCoR State Displays           
 -Lab, Facilities and Center Displays  
  
************Dinner on Own***********  
  
Tuesday, July 24, 2007  
7:30 am – 8:20 am   Registration/Continental Breakfast  
  
8:30 am – 9:15 am   Climate Modeling: A Tool for Examining Climate Change Options 
 for Mitigation and Adaptation - Warren Washington, Senior  
 Scientist and Head of Climate Change Research, National Center  
 for Atmospheric Research   
  
9:15 am – 10:00 am   Climate Change 2007:  Key Results of The IPCC Working Group 
 One Assessment - Susan Solomon, Senior Scientist, National       
 Oceanic & Atmospheric Administration /Earth System Research       
 Laboratory (NOAA/ESRL) Chemical Sciences Division  
  
10:00 am – 10:30 am   Break   
  
10:30 am – 12:30 pm  Panel – Partnering with National Laboratories and Centers  
 Introduction:  Opportunities in the ‘Post-Academic’ World –  
 Thomas Vogt, University of South Carolina, Director, 
 USC NanoCenter   
  

Panel Discussion/Question & Answer   
Chair:  Richard Bajura, West Virginia University – Director,  
West Virginia DOE EPSCoR  
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Laboratory Introduction: “Working with DOE National Laboratories” – 
Ray Teller, Argonne National Laboratory  
  
Laboratory Representatives  
Jim Brainard – National Renewable Energy Laboratory  
Marie Garcia – Sandia National Laboratory  
Bruce Harmon – Ames Laboratory  
Alan Hurd/Everett Springer – Los Alamos National Laboratory  
Dave Koppenaal – Pacific Northwest National Laboratory  
Harold Myron – Argonne National Laboratory  
Robert Neilson – Idaho National Laboratory  
Christie Nelson – Brookhaven National Laboratory  
Frank Ogletree – Lawrence Berkeley National Laboratory  
Bob Romanosky – National Energy Technology Laboratory  
Judy Trimble/Robert Hawsey – Oak Ridge National Laboratory  
John Ziagos – Lawrence Livermore National Laboratory  
  
Panel Members for Q & A  
State Representatives  
Gary April – Alabama   
Stephen Borleske – Delaware  
Fred Choobineh – Nebraska  
Barbara Kimball – New Mexico  
 
  

Panel Discussion/Question & Answer session will be continued Wednesday  
10:30-12:00 pm with Concurrent Laboratory Breakout Sessions 

  
 
12:30 pm – 1:30 pm    Luncheon Speaker - From Carbon Sequestering to Landmine  
 Detection, Pollinators Do It All - Jerry Bromenshenk, Adjunct 

Research Professor, Biological Sciences, University of Montana,      
Missoula    

  
1:30 pm – 2:30 pm   Wind Technology Program Overview –Michael Robinson,       
 Deputy Director, National Wind Technology Center, National   
 Renewable Energy Laboratory  
  

Ocean Renewable Technology –Walter Musial, Lead, Marine and 
Offshore Energy, National Wind Technology Center, National 
Renewable Energy Laboratory  

  
2:30 pm- 5:00 pm   Tour – National Wind Technology Center   
     
  
6:00 pm – 9:00 pm   ***********Dinner *************  

Outdoor Barbeque – Genesee Park  
Featuring the Grass Roots Review Band  
Hosted by Midwest Research Institute  
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Wednesday, July 25  
7:30am – 8:20 am   Networking – Continental Breakfast  
    
8:30 am – 9:15 am   Strategic Planning and Energy Initiatives in DOE Basic Sciences – 

Eric Rohlfing, Division Director of the Chemical Sciences,  
Geosciences and Biosciences Division, Office of Basic Energy  
Sciences, Office of Science, U. S. Department of Energy  

   
9:15 am – 10:00 am    Supporting the Convergence of National Energy Needs with   
  Agricultural Sector Energy Capabilities – Eldon Boes, 
 AAAS/ASME Congressional Fellow, Senate Committee on  
 Agriculture, Nutrition and Forestry  
  
10:00 am – 10:10 am Breakout Orientation – Kristin Bennett  
  
10:10 am – 10:30 am   ******Coffee Break***********  
  
10:30 am – 11:30 am   Concurrent Breakout Sessions -Partnering with National Labs 
 [Discussions on user facilities and successful lab/university  
 collaborations]   
  
11:30 am - Noon    Summary Remarks and Meeting Adjourns – Kristin Bennett &  
 Ray Stults  
  
*******************************************************************************
*****************************************************************************  
  

DOE EPSCoR Program Directors Working Group 
Satellite Meeting 

Wednesday, July 25 
1:00 pm – 5:00 pm 
Lunch – Provided 

  
1:00- 1:15 pm DOE/EPSCoR  
  
1:15- 2:15 pm    New Implementation Award Presentations   
   Eric Grulke - University of Kentucky  

Hemant Pendse - University of Maine  
John Xiao - University of Delaware  
Bob Dalton - University of New Hampshire  

  
2:15- 3:00 pm   DOE EPSCoR News & Updates, Website, Reporting, Budget,  
 New Solicitations & Awards - Kristin Bennett, DOE EPSCoR  
 Program Manager  
  
3:00- 5:00 pm   Program Director Discussion/Questions & Answer   
 
5:00 pm   Meeting Adjourns  
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Lignocellulosic Waste Degradation  
Using Extremophiles from the Homestake Mine, South Dakota 

 
Sookie S. Bang and Rajesh K. Sani 

sookie.bang@sdsmt.edu, rajesh.sani@sdsmt.edu
South Dakota School of Mines & Technology, Rapid City, SD 57701 

 
Program Scope 
 
One of the major challenges in biomass degradation is its recalcitrance to chemicals or 
enzymes due to the presence of complex polymer composites consisting of cellulose, 
hemicellulose and lignin.  Cellulose and hemicellulose degradation rates are significantly 
higher under thermophilic conditions than under mesophilic, mainly because thermophile 
cellulases function well at relatively high temperature (50 – 70°C), where substrate 
solubility and mass transfer rates increase.1,2  Recently, extremophiles isolated from deep 
subsurface, hot springs and compost piles have shown high potential in degradation of 
recalcitrant biomass.3  Researchers at the Sandia National Laboratories have been 
working on genetically manipulated hydrolytic “extremozymes” originated from an 
extreme thermoacidophile, Sulfolobus solfataricus.4  The scope of our research 
encompasses a fundamental spectrum of applied extreme microbiology focusing on 
biomass fermentation, genomics and genetic manipulation of extremophiles.  In 
particular, this research program is based on bioprospecting of novel extremophiles that 
produce high-quality cellulases and hemicellulases from the Homestake Gold Mine, 
Lead, South Dakota.   
 
On July 10, 2007, this deepest mine in North America (44°35′2074″N, 103°75′082″W) 
was chosen by the National Science Foundation as the site for a potential national deep 
underground science and engineering laboratory (DUSEL).  Microbial communities in 
the geographically isolated deep subsurface (down to 8,000 ft.) of the Homestake Mine 
have survived under nutrient-limited, extreme environmental conditions, leading their 
evolutionary lineage to be distinct from the surface-dwelling microorganisms.  During 
active mining operations over 125 years until closure in 2001, surface microbes and 
lignocellulosic substrates (e.g., mining construction materials) had been introduced into 
the subsurface environments with high humidity and temperature (close to 65°C at 8,000 
ft.).  Interactions between introduced and existing microorganisms through horizontal 
genetic transfer might have been inevitable and caused genome-altering events.5  It is 
therefore possible that genetically distinct microbes including thermophiles with diverse, 
novel metabolic activities might be present in the biofilms, decaying timbers, and soils of 
Homestake Mine.  Thus, it is believed that the DUSEL represents a potential source of 
high-value microbial enzymes (e.g. cellulases, xylanases, glucanases, peroxidases, 
amylases, proteases and lipases) that have optimal activity at high temperatures.   
 
Recent Progress 
 
In 2006, while the Homestake was being transformed to be an NSF-designated DUSEL, 
water and soil samples from the 4,850 ft. level of the mine were collected and enriched 
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for cellulose and sawdust-degrading mesophilic (37°C) and thermophilic (60°C) 
microorganisms under aerobic conditions in our laboratories.  These DUSEL microbial 
consortia as well as pure isolates were examined for phylogenetic diversity of microbial 
community using 16S rDNA amplification and sequence analysis and biodegradation of 
cellulose and sawdust using pure and mixed cultures of new isolates.   
 
BLAST analyses were carried out with 63 and 72 bacterial rDNA sequences from clone 
libraries of mesophiles and thermophiles consortia, respectively.  Phylogenetic trees were 
constructed by the neighbor-joining method with 1000 bootstrappings using MEGA v 
3.1.6  The mesophile clones were identified as belonging to two clusters, Clostridiales 
and Bacillales, of phylum Firmicutes, while the thermophile clones to one cluster, 
Bacillales.  We isolated several colonies in the presence of cellulose and sawdust as the 
sole source of carbon and energy at both temperatures.  Each of the three isolates 
(DUSEL G10, G12 and G16) was growing well at 37°C in the presence of cellulose or 
sawdust.  Interestingly, individuals of three isolates (DUSEL R7, R11 and R13) at 60°C 
were not growing separately, but growing well as a mixed culture in cellulosic media.  
This observation suggests a potential metabolic dependence among DUSEL thermophiles 
in cellulose and sawdust degradation.7  Currently, kinetics of microbial degradation of 
cellulosic substrates is being studied.  
 
Future Plans  
 
With the NSF support, the Homestake DUSEL will become one of the top national 
laboratories.  This underground laboratory will allow access to depths of 4,850 and 8,000 
ft. in 2007 and 2008, respectively.  Accordingly, our future research plans will be 
synchronized with the mine re-entry schedule.  Our future research will focus on both 
culturable and non-culturable lignocellulose-degrading DUSEL extremophiles utilizing 
agricultural and forestry waste that are abundant throughout the state of South Dakota 
including the Black Hills.  Based on the experimental procedures established in our 
laboratories, we plan to conduct microbial, biochemical and DNA-based tasks using 
samples of soil, biofilms, and timbers from the deep mine.   
 
In detail, microorganisms from the DUSEL samples (soil, biofilms, and timbers) taken 
from different depths (4,850, 6,000, and 8,000 ft.) will be grown in corn stover, switch 
grass, and woodchips as sole carbon and energy source.  The enrichment and isolation 
conditions will include variations of temperature (50 – 70°C), pH (3 – 10) and e–  
acceptors (aerobic and anaerobic).8,9  With extremophile isolates, the robotic workcell 
system will be used to screen expression of cellulose-degrading enzymes from DUSEL 
isolates, to select optimum lignocellulases from the isolates and to identify high-value co-
metabolites and byproducts.10  Further, we plan to construct clone expression libraries 
using culture-based genomic DNA and metagenomic DNA of DUSEL microorganisms to 
identify novel thermotolerant hydrolytic enzymes.11  These extremozymes will be 
subsequently cloned into expression vectors and engineered into industrial yeast strains 
for seamless processing of lignocellulosic biomass into biofuel ethanol.12,13   
 

 
2



The robust, genetically engineered super microorganisms should be able to overcome 
difficulties associated with biomass degradation and to produce ethanol and co-metabolic 
products from lignocellulose.  We expect that successful outcomes of our proposed 
research will establish a critical milestone to efficient, economic and sustainable biofuel 
production.  The ultimate goal of the proposed research is to achieve a cost-effective 
production technology of ethanol and value-added chemicals. 
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and sawdust-degrading thermophilic microorganisms in deep subsurface of 
Homestake Mine, Lead, South Dakota. Poster presentation at the 36th annual 
Biochemical Engineering Symposium, Kansas State University, Manhattan, KS, April 
20 – 21, 2007 
 

• Sani, R.K., Muppidi, G.L., Sefa, F., and Bang, S.S. Presence of culturable cellulose- 
and sawdust-degrading thermophilic microorganisms in deep subsurface of 
Homestake Mine, Lead, South Dakota. Poster presentation at the American Society of 
Microbiology 107th General Meeting, Toronto, ON, Canada, May 21 – 25, 2007 
 

• Sani, R.K., Rastogi, G., Muppidi, G.L., and Bang, S.S. Culturable cellulose- and 
sawdust-degrading mesophilic and thermophilic microbial diversity in deep 
subsurface of Homestake Mine, Lead, South Dakota.  Poster presentation at the 
Society for Industrial Microbiology Annual Meeting, Denver, CO, July 29 – August 
2, 2007 
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Montana Program Abstract: 
 
Investigation of Electron Transfer-Based Photonic and Electro-Optic Materials 
and Devices 

 

 Montana’s current state program finished its sixth and final year in 
December 2006.  Most projects have been completed, with a few in final 
wrap up stage.  The project’s research cluster focuses on physical, 
chemical, and biological materials that exhibit unique electron-transfer 
properties.  In 2006, the first of a broad series of patents were filed.  
These patents protect the concept and implementation of Fractional 
Order Control (FOC), including nanostructured materials; while two other 
patent applications address materials and methods of incorporating 
conductive polymer electrodes on a flexible pizeoelectric sheet.  Recent 
project advances include push-pull phthalocyanines for optical storage 
and potentially quantum storage and quantum computing, photochromes 
to achieve terabyte storage capacity, growth of nanowires in 2-100 
micron channels as circuit components, development of a novel finite 
element approach for the piezoelectric bending response of a bimorphic 
cantilever driven by AC voltage, advances in electrical rectification in 
metal, a finding that endgroups need to be permanently covalently 
tethered together in order to introduce order on polyaminoamine 
(PAMAM) stardust dendrimers and virion protein cages used as 
breadboards for molecular circuitry, devolving synthetic methodologies 
for new luminescent molecules for use as proves of biomolecular 
structure and dynamics, and developing the use of Artificial Neural 
Networks for calculating the material properties of advanced composite 
materials and for distributed sensor arrays.  In addition, this program 
leveraged funds to assemble a 28-processor (64-bit AMD Opteron) Linux 
cluster, that uses PNNLs NWChem software suite and ECCE 
visualization software to support quantum chemical calculations. 
Montana investigators also have published and presented nearly 300 
papers, won numerous additional grants and contracts averaging $2-
3M/year, and have established five spin-off businesses (3 MSU, 2 UM) 
and a research center (MT Tech).  In addition, in its final year, this project 
included 13 faculty at three campuses (UM, MSU, MT Tech), 2 
professional staff, 13 graduate students, 20 undergraduate students, and 
4 post doctoral fellows.  Of these, 15 are under-represented students, 
including 10 women and 5 Native Americans. 
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NUMERICAL MODELING STUDIES OF PLASMA DRIVEN 
MAGNETOINERTIAL FUSION 

 
Jason T. Cassibry1  

Propulsion Research Center, University of Alabama in Huntsville, Huntsville, AL 35899 

Charles Knapp, Ron Kirkpatrick2 
Los Alamos National Laboratory, Los Alamos, New Mexico, 87545 

S. T. Wu3 
Center for Space Plasma and Aeronomy Research, University of Alabama-Huntsville, Huntsville, AL 35899 

1. Introduction 
In magneto-inertial fusion (MIF), an imploding material liner is used to compress a 

magnetized plasma to fusion ignition and to inertially confine the resulting burning plasma to 
obtain the necessary energy gain. The approach attempts to combine the strengths of both 
magnetic and inertial confinement, and it offers a low-cost development path for fusion 
energy[1].  Plasma liner-driven MIF (PJMIF) has the potential for liners to be formed in a 
repeatable, standoff manner using plasma accelerators, and allows for the possibility of 
secondary fusion burn in the liner[2, 3].  The physics basis for doing plasma-jet plasma liner 
research has been established by simulations performed by Thio, Kirkpatrick, and Knapp[4].  
The modeling results indicate that the jets can form a stable, imploding liner both in a cylindrical 
and spherical distribution and compress a target to thermonuclear conditions[4].   

Additional computational and theoretical studies are required to firmly establish its 
theoretical foundation in detail.  As a first step, the numerical models used to study the PJMIF 
problem must be verified as much as possible against known solutions, to bring confidence to the 
numerical output.  We performed an assessment of two separate numerical models, one based on 
finite volume discretization and one based on smoothed particle hydrodynamics.  Specifically, 
we compared numerical output from these codes with two known problems in cylindrical and 
spherical symmetry, the Noh problem and a self-similar solution of converging shocks.  In 
section 2, we summarize the analytic solutions and numerical models used in the study.  Section 
3 covers the technical approach followed, including flow parameters and approach to the 
analysis.  Results are given in section 4.   

2. Numerical Models 

2.1. The Noh Problem 
 The Noh problem[5] is a verification problem involving a gas with uniform properties and 
ideal gas behavior.  The solution consists of the properties of a reflected shock which depends on 
the initial conditions, and exists in planar, cylindrical and spherical geometries.  For cylindrical 
and spherical geometries, the velocity is purely radial and directed inward, and the reflected 
shock begins at the origin.   

                                                 
1 UAH Mechanical & Aerospace Engineering Assistant Research Professor, AIAA Member 
2 LANL Research Scientist 
3 UAH Mechanical & Aerospace Engineering Distinguished Professor Emeritus, AIAA Fellow 
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2.2. Self Similar Converging Shock 
For a uniform gas at rest obeying constant gamma ideal gas low, there is a similarity solution for 
an infinite MACH number shock converging on the origin in cylindrical and spherical 
symmetry[6, 7].  This problem provides a verification of a high temperature, high velocity gas 
converging on a stationary target gas, which provides strong overlap with MIF-related problems.   

2.3. MACH2 
 Two dimensional hydrodynamic simulations are performed with MACH2[8].  MACH2 is a 
2½D multiblock, Arbitrary Lagrangian Eulerian (ALE), resistive, single fluid 
magnetohydrodynamic (MHD) code was used to develop the model.  MACH2 carries all three 
spatial components of vectors, but allows no quantity to depend on the coordinate that is normal 
to the computational plane.  All computations were performed on a Dell dual processor dual core 
Xenon workstation with 4 GB of RAM running Suse 10.1 linux.   

2.4. Smoothed Particle Hydrodynamics 
 Smooth Particle Hydrodynamics (SPH) is a gridless Lagrangian technique [9], in which a 
differential interpolant of a function can be constructed from its values at the particles by using a 
differentiable kernel, whereby derivatives are obtained by ordinary differentiation[10].  In this 
paper, all SPH calculations are performed using the SPHC code[11].   

3. Technical Approach 
 For Noh problem, the density, velocity, atomic weight, and specific heat ratio were set 
uniformly to 1 kg/m3, -10,000 m/s, 2 kg/kmol, and 5/3, respectively.  We chose the molecular 
weight to be 2 because we are interested in the dynamics of deuterium.  Flow properties for both 
MACH2 and SPHC were plotted against the exact solution.  For the 2D MACH2 calculations, 
data were extracted along radial lines through the computational domain.  For the spherical case, 
data were extracted along the lines making angles of π/8, 2p/8, and 3p/8, providing a means of 
assessing the symmetry in the model.   
 For the converging shock test, we chose the parameters as given in Table 1.  α has to be 
quite close to the values shown for a given symmetry value ν and γ chosen, discussed in Lazarus 
and Richtmyer[6].  To set up the initial conditions in MACH2 and SPHC, the exact model was 
run to 10-7 s, close to shock collapse.  The data from that run was extracted, and a number of 
points were put through the data as a piecewise linear curve fit.  These points were read into 
MACH2 and SPHC, and actual initial value for the flow properties of velocity, temperature, and 
density were linearly interpolated based on these points.  We chose 25 points, which provided 
SPHC and MACH2 with initial conditions within 1% of the exact method.   

Table 1.  Parameters for exact converging shock test. 
Geometry ν α A γ ρ0

 (kg/m3) 
cylindrical 1 0.8156250 10000 5/3 6.642 ×10-4 
spherical 2 0.68837682 2000 5/3 5.0×10-4 

4. Results 
Figure 1 shows the comparison of the reflected shock conditions for the cylindrical (left) and 
spherical (right) Noh test case.  SPHC gives very good agreement in both cases, except for on 
axis (~5 to 10% error).  MACH2 agreement is only qualitative.  We observed excessive 
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compression in cylindrical case, which resulted in low temperatures.  The pressure was faily 
accurate in the cylindrical case, although there were oscillations from the origin to the shock 
boundary.  The temperature was high by about 80% at the origin in the spherical case, but good 
agreement was achieved near the shock boundary.  The reasons for the poor MACH2 agreement 
are not understood at this time.  We will investigate the impact of various input file controls on 
the model in a future work to address this issue, and may switch to full Lagrangian mode to see if 
it is due to the stationary grid.   
 
Results from the cylindrical and spherical converging shock test are given in Figure 2.  SPHC 
gives very good agreement in the cylindrical case, except for pressure and density on axis (50% 
error, but 1% error at the shock).  MACH2 gave very good agreement with density and 
temperature.  The Gibbs phenomena was observed for density and pressure, with the shocked 
pressure high by 20%.  For SPHC in the spherical test, shock values for density and velocity 
within 5%.  There was an observed density spike/temperature dip at liner/target interface.  
Temperature and pressure agreement was only qualitative.  It must be noted that the initial 
density profile was not set up in the model as specified in the input deck, so it is possible that 
some of the numerical problems were caused by a bug in the setup algorithm.   
 
MACH2 gave extremely good agreement with the exact solution for the spherical test case. In 
fact, it was almost hard to tell the difference between exact and MACH2 solutions, except on 
axis.  This brings confidence to using MACH2 to study MIF problems with spherical symmetry.   
 

 
Figure 1.  Comparisons of cylindrical (left) and spherical (right) Noh tests for all models. 
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Figure 2.  Comparison of reflected shock flow properties for all models for cylindrical (left) and spherical 
(right) converging shock. 
 
In a future study, we will investigate reasons for poor prediction of shocked density and 
temperature for MACH2 in Noh case, investigate the cause of excessive pressure in the MACH2 
cylindrical shock test.  For SPHC, we will investigate reasons for poor on axis performance for 
SPH in Noh tests and attempt to correct the density overshoot problem at the liner/target 
interface.  Finally, we will set up test cases for ideal MHD and finite thermal conduction in 
cylindrical and spherical geometries 
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Direct Utilization of Coal Syngas in High Temperature Solid Oxide Fuel Cells 
 

Ismail Celik, ismail.celik@mail.wvu.edu, Mechanical and Aerospace Engineering 
Department, West Virginia University, Morgantown, WV. 

Program Scope 
Our vision is to establish an internationally recognized fuel cell research center for coal-based 
clean power generation which serves as a technology resource for the emerging fuel cell industry 
in West Virginia. Our strengths are in applying cutting-edge technology to develop and fabricate 
materials for advanced coal-based fuel cells; establishing a state-of-the-art material 
characterization and fuel cell testing laboratory; and modeling fuel cells from atomistic to 
continuum scales using high performance computing. We have formed a multidisciplinary team 
of researchers who have worked together for several years and have strong credentials in their 
respective areas of expertise. Under the present project, we will develop a laboratory 
infrastructure, solidify interactive working relationships, and attain national recognition for the 
work conducted by the center in the area of coal-based clean power generation via fuel cells. Our 
project will be conducted in collaboration with the National Energy Technology Laboratory 
(NETL). This project is to be funded for a 3-year effort. The project effectively started in 
December 2006. 
 
The research cluster is based on a multi-scale, multi-disciplinary approach conducted by nine 
faculty members and 3 post doctoral fellows in addition to at least 6 graduate students in four 
departments at West Virginia University (WVU). The work is organized under four integrated 
projects: (1) anode material development and experimental characterization of  anodes, (2) sub-
micro-scale modeling, (3) multi-scale continuum modeling, and (4) laboratory testing. The 
strength of the research cluster is in the integration of knowledge obtained from experiments 
(Projects 1 and 4) with multi-scale computational models (Projects 2 and 3). At all stages, 
information, predictions, and data will be exchanged among researchers in different projects. At 
the end of three years, we anticipate four outcomes. First, we will have identified the fundamental 
processes characterizing the operation of SOFC anodes from the atomic level to the level of the 
operating fuel cell. Second, strategies will be developed for constructing SOFCs that exhibit 
stable operation with coal syngas. Third, the research infrastructure (equipment for analysis and 
for cell fabrication, computers for modeling) and collaborations across disciplines and 
departments at WVU will be well developed for future research on fuel cells. Fourth, a program 
of educating and training students in the area of fuel cell technology will be established. 

Results  
A literature review on the effects of coal syngas contaminants has been conducted and data was 
gathered on possible contaminants in coal syngas, and their typical concentrations. The majority 
of coal syngas is H2, CO2, H2O, CH4 and N2 with trace amounts of many naturally occurring 
elements [1].  Experimental results (Krishnan [2], [3]) show the effect of HCl, CH3Cl, Zn, P, As, 
Cd and Hg found in syngas on SOFC performance. Our literature review [O.6] provides insight 
into the effects of coal syngas contaminants on the performance of an SOFC. Based on this 
knowledge, our initial testing will be performed with syngas containing As and P. 
 
We also completed a literature review on the effects of sulfur. There are two primary sulfur-
degradation mechanisms for the anode materials: (1) physical absorption of sulfur that blocks the 
hydrogen reaction sites; and, (2) chemical reaction that forms nickel sulfide. The results of our 
review will appear in Journal of Power Sources [O.1]. 
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(a)       (b) 

Figure 1: (a) Current density variations with time for a button cell operating on various fuels.  (b) 
Scanning Electron Microscope (SEM) image of the anode microstructure after PH3 exposure  

 
(a)       (b) 

Figure 2. Button cell Testing (a) Schematic of apparatus designed for in-situ electrochemical and 
structural measurements  (b) Button SOFCs manufactured at WVU 

 
Project 1:  Anode Materials Development and Characterization 
This research project investigates the electro-chemical and structure degradation of SOFC anode 
materials due to the effect of impurities in coal syngas and develops new materials that would 
reduce such degradation. We have designed and built a unique button cell testing apparatus that is 
capable of half cell or full cell testing including  EIS (electrochemical impedance spectroscopy) 
and ASR (anelastic strain recovery) measurements. This testing apparatus includes three main 
components: (a) testing, (b) mass-flow-control (MFC) and (c) furnace assembly.  This is an 
automated rig in which a computer can control the temperature and the gas flow through 
programming. Figure 1 shows preliminary results of tests performed to assess the effect of PH3, a 
common coal syngas contaminant, on the performance of an SOFC. The cell current decreased 
significantly (Fig 1a) within 30 min of operation on contaminated syngas and the SEM image of 
the anode microstructure (Fig 1b) shows that the surface morphology became coarser after PH3 
exposure. We must note that the actual composition of PH3 in clean coal-syngas may be much 
less than 50 ppm. 
 
A second test bench is constructed (Fig 2a) for in-situ surface deformation monitoring of the 
anode side of the button cell subjected to attack from impurities in coal syngas. Most likely, the 
structural degradation will only occur on surface which may cause a change in the structural 
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mechanical properties.  We shall apply suitable pressure loading to the cell to “amplify” the state 
of surface structural degradation coupled with simultaneous EIS and ASR measurements to 
correlate the linkage between mechanical and electro-chemical degradation. An analytical model 
is developed to predict deformation of a multilayer laminate under uniform pressure and the 
model was validated against a multi-dimensional model. 
 
A fuel cell manufacturing lab has been set up with a total area of  280 ft2. The following 
equipment has been purchased: tape caster with single-blade (TTC-1200, Richard E. Mistler Inc.), 
jar-mill (755RMV, U.S. Stoneware); spin-coater (KW4A, Chemat Technology Inc.), screen 
printer (3230B, Aremco), and low-temperature furnace (Carbolite). Figure 2b. shows some of the 
button cells manufactured in our lab. These cells are being tested with different levels of 
contaminant exposure; results will be available soon. 
 
Project 2:  Sub-Micro-Scale Modeling 
Modeling efforts progressed in two fronts: (i) atomistic level and (ii) molecular level modeling. 
Using ab-initio FP-LMTO techniques based on density functional theory, we calculated the 
electronic structures for a hydrogen molecule adsorbed on the Ni (1,0,0) surface. Detailed 
analysis reveals the properties and features of chemical bonding, charge transfer, and Ni surface 
electronic states. This will serve as a comparison basis to analyze the bonding mechanisms of 
trace elements on catalysts in our future work.  We have also developed an ab-initio tight-binding 
parameter base for Ni/S/H, Ni/P/H and Ni/As/H which will be used in tight-binding based 
molecular dynamics simulations involving larger scale and longer time. Molecular dynamics 
modeling will provide the necessary statistical data to retrieve macroscopic properties of the 
substance, such as effective diffusion coefficient, thermal expansion coefficients and heat 
capacities, as well as molecular kinetic parameters of importance for determining reaction rates.  
 
Project 3:  Multi-Scale Continuum Modeling 
The button cell being used in the laboratory was simulated using our in house code:  DREAM 
SOFC. Figure 3a shows the calculated temperature distribution on the top (anode) and bottom 
(cathode) surfaces of the cell. These simulations are being refined to match the experimental 
conditions. The results will provide information such as temperature and current distribution that 
can be measured. Transient mass transport calculations for a typical coal syngas operated anode 
revealed that chemical kinetics play a critical role in cell performance. This model will be 
expanded to include the trace species with detailed reaction mechanisms. 
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Figure 3. (a) Computed temperature distribution on top and bottom surfaces of a button cell , red 
indicates hotter region and blue indicates colder region (b) Current vs. Voltage during cyclic 

voltammetry tests. 
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Project 4:  Cell and System Laboratory Testing 
A survey of chemical literature was done for relevant information on measurements of electron 
transfer kinetics.  A complete impedance spectroscopy set up (Solartron Model 1287 potentiostat, 
Model 1252 frequency response analyzer, ZPlot and ZView software for electrochemical 
impedance spectroscopy and CorrWare and CorrView software for other electrochemical 
measurements) was installed in the lab.  This system is capable of performing the three 
electrochemical methods: (1) electrochemical impedance spectroscopy, (2) cyclic voltammetry, 
and (3) current-interrupt measurements. Cyclic Voltammetry results shown in Figure 3(b) exhibit 
hysteresis, with higher voltage on the return scan. The possible reason could be that the cell is at a 
slightly higher temperature during return scan. Also current interrupt and impedance spectroscopy 
measurements were performed to isolate the contributions of various mechanisms to the overall 
cell losses. An SOFC test stand has also been made operational and both commercial and in 
house cells are being tested. 

Future Plans 
• Cell manufacturing capability will be perfected and new types of materials will be evaluated.   
• Cell and anode testing using the three set ups will continue with simulated syngas with trace 

contaminants to characterize the effects of various contaminants.  
• Atomistic and molecular dynamics modeling will first focus on sulfur mechanisms to validate 

our approach against literature, and then mechanisms for contaminants such As and P will be 
investigated. 

• Continuum modeling will proceed towards full simulation of conditions being tested in the 
laboratory. 

• A degradation model will be developed for SOFC operating on coal syngas  
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 Nanomagnetism 

Siu-Tat Chui, Bartol Research Institute, University of Delaware,  Newark, DE 19716,  chui@udel.edu  

Collaborator: Sam Bader, Argonne National Lab. 

Program Scope: 
 
We have focused on three classes of physics in magnetic nanostructures:  
 

(I) Electromagnetic waves in magnetic nanostructures: We propose to study new 
classes of artificially nanostructured materials with previously unattainable 
electromagnetic properties over a wide range of frequencies through the 
incorporation of nanoscale magnetic components. Examples include a new 
design of circulators, magnetic photonic crystals and materials with negative 
susceptibilities. 

 
(II) Controlling the switching of the magnetization of nano structures.  We propose 

to exploit our combined expertise in finite temperature micromagnetics 
simulation with the Argonne expertise in high precision magnetic imaging in 
conjunction with hysteresis measurements to study the switching behavior of 
nanostructures such as the elements in a MRAM chip.  

 
(III) Spin polarized transport in small structures. 

 
Nanotechnology is one of the priority area of DOE. Our experience and expertise in  
theoretical studies of nanomagnetism will complement and enhance the exciting 
experimental work carried out at Argonne. 
 

Recent progress  
 

(1) Analytic solution of  the resonance of split ring systems: As the building blocks of 
recently discovered left-handed meta-materials (LHM) [1], metallic ring systems have 
attracted considerable attention recently [2]. Although the full-wave simulations [3] 
provided highly reliable results, the computations were usually time-consuming. In 
addition, it was not easy to extract the polarizabilities of a building block directly from the 
obtained results [3], usually presented as transmission spectra. Recently, we established an 
approach for metallic ring systems and applied it to study the electromagnetic (EM) 
eigenmodes of a single split ring resonator (SRR) [4]. We showed that the theory included 
the inductive/capacitive effects completely and calculated the involved circuit parameters 
rigorously, and provided the structure’s responses to arbitrary external fields [4].  

Since most LHM’s were built upon the principle of effective medium theory, to realize 
an LHM sample with a good quality, one requires the building block to be as 
subwavelength as possible and its bi-anisotropy as small as possible. We recently extended 
our theory [4] to study the EM resonances in a double-ring SRR, with attention mainly 
focused on the above two properties. We found that the ring-ring interactions split each 
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single-ring mode to two modes with different 
symmetries, and the bi-anisotropy of each 
mode decreases significantly as two rings 
approach. We derived analytical formulas to 
estimate the resonance frequency of the 
fundamental (magnetic) mode, and showed 
how to lower this frequency via tuning the 
structural parameters. Our formulae are explicit 
functions of various geometrical parameters. 
The validities of our formulae are supported 
not only by finite-difference-time-domain 
(FDTD) simulations, but also by experimental 
data published previously [5].  This is shown in 
the above figure where we compare the 
theoretical results (lines) of the resonance 
frequencies of split rings as a function of its width w and separation t to experimental data 
(points). 

 
(2) Magnetic photonic crystals: Over the last ten years there has been much activity on the 
Hall effect for electrons in heterostructures in which a longitudinal voltage induces a 
transverse component of the electrical current in the presence of an external magnetic field. 
This is motivated by the novel physics due to the breakdown of time reversal invariance. 
The Hall current is believed to be carried by edge states with macroscopic circulations.  

Concurrently, there is much activity studying the effects of resonances on the 
propagation of electromagnetic (EM) waves. 
This includes such phenomena as negative 
refraction, the slowing down and the storage 
of light. We recently investigated if a 
scattering resonance that lacks time reversal 
symmetry can create novel effects on the 
propagation of EM waves in magnetic 
photonic crystals (MPC). We predict that in 
the presence of an external beam onto a MPC 
(Fig., solid line), there is a grazing 
component of the reflected beam that is 
parallel to the surface of the MPC (dashed 
line). The magnitude of this grazing component can be changed by an external field. The 
direction of this parallel component is reversed (dotted line) as the direction of the 
magnetization is reversed. This provides for a way to probe states with macroscopic 
circulations inside the MPC. The effect we described is different from the Goos-Hanchen 
effect[6] in which the mean position of a wave packet is shifted upon reflection. In the 
present effect, the direction of propagation becomes parallel to the interface. 
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Future Plans 
Split rings: A theme in current research is the development of resonators so that their 

geometrical size is much smaller than the wavelength at resonance. Miniaturization of 
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resonantors will open the door to different technological applications such as the 
subwavelength ultra-compact dipole antennas  and filters. We  showed that for two rings of 
radii R placed on the same plane, made by wires possessing a circular cross-section with 
radius a, the resonance frequency can be made to approach zero as ln( / )R a . In practice, 
the rate of approach to zero frequency is slow, because of the nature of the log function. 
Furthermore it is not possible to greatly reduce a because this will increase the resistance of 
the wire and hence the damping of the structure. The SRR has other properties, say, the 
bianisotropy, that are undesirable for negative index applications. This bianisotropy can 
increase the damping of the system and reduce the frequency range in which the structure is 
useful as negative index material. We shall investigate how to reduce both the resonance 
frequency and the bianisotropy of structures made with rings. Our calculation suggests  
that the entire spectrum of the SRR (both single- and double-ring) may be determined 
exactly. We shall further investigate this. When the rings are on the same plane, d is always 
larger than 2a, so that this difference never approaches zero. However, when the rings are 
made by flat wires of a film-like rectangle cross-section, and are placed on different planes, 
their separation d need only be larger than the thickness t of the rings which can be much 
smaller than width 2a of the wires that make up the ring. For such structures, the difference 
between the self- and the mutual capacitances, and hence the resonance frequency, may be 
much smaller.  

Magnetic photonic crystals: There is much recent interest in spintronics, which 
involves manipulating the transport of spin-polarized electrons in magnetic structures. This 
is motivated by the fast spin switching time, the ease with which the external magnetic 
field can be controlled and the big changes in physical quantities that can result from a 
small change of the magnetic field.  We shall examine possible dramatic changes of the 
electromagnetic (EM) waves in magnetic photonic crystals (MPCs) with external magnetic 
fields. Novel ways of manipulating EM waves for different applications are currently being 
pursued. Left-handed material with negative refraction has been proposed and 
demonstrated.[1] The stopping and storage of light in atomic systems was observed.[7] 
Subsequently storage of EM waves with shock waves in photonic crystals was 
proposed.[8] In these works, a resonance is involved. In magnetic materials, there is a 
ferromagnetic resonance (FMR). Our focus in this paper is on what the FMR does in the 
MPC. With the MPC, we shall investigate possible new giant magneto-reflectivity and 
giant magneto-refractivity (including negative refraction[9]) effects: With an external 
magnetic field of magnitude much smaller than the anisotropy field of the ferromagnet, the 
MPC can be changed from non-reflecting to completely reflecting with corresponding 
changes in the angle of refraction.  

Spin polarized transport: We shall investigate if the coupling of the charge and spin 
degrees of freedom will produce novel unexpected results in recent spin pumping 
experiment for tunnel junctions. 
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Program Scope 
 

Grid computing systems have seen their widespread adoption lately in not only academia 
but also in industry. Grid computing systems are becoming increasingly important in the efficient 
discovery, extraction, delivery, and utilization of energy resources. Traditional Grid computer 
systems consist of multiple individual computers (hosts), usually interconnected by a network, 
such as the Internet, or high-speed wired backbone, operating collaboratively as a coordinated 
entity to perform application computations. Applications often can be quite computationally 
intensive requiring many hours or days of computation time. These applications benefit from 
grid computation in that the workload is distributed and shared among grid system hosts, 
resulting in computations being performed concurrently, thus speeding time to computation 
completion.  

However, while most existing Grids refer to clusters of computing and storage resources 
which are wire-interconnected for offering utility services collaboratively, Mobile Grids (MoGs) 
have started to receive growing attention and they are expected to become an integral and critical 
part of a future computational Grid involving mobile hosts (MHs) that facilitate user access to 
the Grid and also offer computing resources for applications. A MoG can be comprised of a 
number of MHs, i.e., laptop computers, PDAs, wearable computing gear, cell phones, or even 
sensors, having wireless interconnections among one another or to network backbone access 
points.  MoGs are envisioned to add value to Grid computations, not only because the workload 
is shared among the MHs, but also because data (possibly from sensors or other sources) may be 
inherently distributed, and mobile, requiring localized collaborative computation and timely 
results.  In these scenarios, mobility is often an essential component and access to a wired 
backbone may or may not always be available.  The distributed applications, likely to run on 
these MoGs are not the traditional long-running heavy computation jobs commonly found in 
their wired counterparts.  Instead, what is envisioned are scenarios involving distributed applets 
with moderate execution durations (such as address book or data table synchronization), 
interactive and automated business negotiations based on dynamic localized and mobile data, 
and distributed microcode sensor applications.  The ability to access and process this mobile 
wireless data locally is seen as adding value to Grid computing systems in general.1  

Whenever an application is distributed among multiple hosts for collaborative 
computation, it is always possible that one or more hosts will experience some failure during the 
course of application processing. This is particularly true in Grid computing applications where 
applications run for days or even longer.  Checkpointing forces each host involved in a job 
execution to save its intermediate states, registers, process control blocks, message logs, etc. at a 
safe point of stable storage periodically.  This stored checkpointing information can then be used 
to resume job execution at a host chosen to substitute the affected failed host, allowing job 
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execution to continue to completion, without having to be restarted from the beginning.  But in 
the wireless environment, due to mobility, frequent intermittent disconnections and failures in 
wireless connectivity (MH to MH), checkpointing in MoGs is even more crucial than in the 
wired Grid.   

In the MoG, even applications of short duration will not complete unless some robust 
checkpointing mechanism is provided.  Where checkpointed data from each MH is stored, 
referred to as a checkpointing arrangement, will determine the probability of successfully 
retrieving that data when it is needed to resume the application.  As base stations (BSs), acting as 
MH access points, with connections to the wired Grid, may not always be available, neighboring 
MHs must be utilized in the MoG to provide safe storage. In order to make good decisions, 
promoting superior checkpointing arrangements, the MoG must be aware of MH-to-MH 
dynamically varying link strengths, and thus must be QoS-aware.   

The focus of this research has been to provide a novel, distributed, QoS-aware, peer-to-
peer checkpointing arrangement component for Mobile Grid (MoG) computing systems 
middleware called ReD (Reliability Driven Protocol).  Specific goals were to demonstrate that 
our ReD protocol, employing QoS-Aware heuristics, constructs superior peer-to-peer 
checkpointing arrangements efficiently and is a viable and crucial component in MoG 
middleware. However, the entire program scope further includes additional MoG middleware 
components, promoting both efficient checkpointing and recovery, so that distributed 
applications in execution on the MoG, can be successfully resumed and thus completed in the 
presence of MH or link failures.  
 
Recent Progress 
 

This research work resulted in the development of a functional QoS-aware, distributed 
peer-to-peer checkpointing arrangement middleware component for Mobile Grids (MoGs).  
Traditional research pertaining to checkpointing methodologies for wireless MHs has assumed 
the support of BSs, serving as stable storage points for checkpointed data.  This methodology has 
drawbacks, however, when not all MHs are adjacent to BSs or when BSs do not exist.  This is 
because mobility itself presents major impediments to moving checkpointed data from the MHs 
to the BSs, often over multiple unreliable wireless links which are experiencing dynamic and 
time varying connections and disconnections. Such a methodology can result in severe latency, 
and excessive power consumption to transmit and retransmit over multiple hops, making it 
infeasible in many scenarios.   

The MoG of our interest contains no BS, and its constituent MHs are not adjacent to any 
BS.  Thus, our checkpointing strategy for the MoG aims to keep checkpointed data at immediate 
neighboring MHs.  In order to limit the use of relatively unreliable wireless links, while 
minimizing consumption of wireless MH memory resources and energy, each MH sends its 
checkpointed data to one and only one neighboring MH, and also serves to take checkpointed 
data from exactly one neighboring MH, realizing the novel wireless peer-to-peer checkpointing 
methodology.  When a given peer MH, say A, sends its checkpointed data to another peer MH, 
say B, for safe storage, A is called the “consumer” and B is called the “provider” of 
checkpointing services.  We symbolize this relationship via A  B.  Obviously, given any 
significant number of MHs, there are numerous ways to assign checkpointing consumers and 
providers among the constituent MHs comprising the MoG, referred to as checkpointing 
arrangements.  Because of varying link reliabilities between neighboring MHs, resulting in some 
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MHs being much better connected to other MHs, not all checkpointing arrangements are equal 
from the standpoint of accessing checkpointed data, once a failure has occurred, and that data is 
needed for recovery, in order to resume the application.  Some checkpoint arrangements are 
superior, in that they are “more reliable,” meaning that the MoG has a greater probability of 
recovering checkpointed data with such arrangements, and thus resuming the application from 
the failure point. Having determined the globally optimum checkpoint arrangement to be NP-
complete, we consider ReD, our Reliability Driven (ReD) protocol, employing QoS-aware 
heuristics, for constructing superior peer-to-peer checkpointing arrangements efficiently.  In 
order to support rapid convergence in scenarios with large numbers of MHs, we assume MHs 
can be grouped into smaller clusters of size , so that ReD can  operate concurrently within the 
confines of each MH cluster. For the MoG, ReD seeks to maximize 

,  where is defined as the connectivity (parallel 
reliability of connections to all neighboring MHs) of consumer i and  is the connectivity of its 
corresponding provider, 

k
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j , is the reliability of the link from consumer  to provider ijL i j , and 

 is the checkpoint arrangement reliability. AR
The novel nature of our research meant that we found no existing competing protocols for 

comparison to ReD.  Therefore we have utilized both extensive simulation and actual wireless 
MoG testbed studies to compare ReD to a Baseline Neutral Algorithm (BaNA) employing 
neutral heuristics.  The data evaluated in these studies included the reliabilities of the resulting 
checkpointing arrangements, time to converge, message counts, and performance with respect to 
variations in MH relative position, produced by both ReD and BaNA.   

Our discrete event-driven simulator, employing physical, link state, connectivity, and 
clustering functional layers, allowed evaluation of both ReD and BaNA for of up to 100 mobile 
or stationary hosts. The testbed MoG included six wireless laptop computers (MHs) and software 
making the system aware of MH-to-MH link strengths.  The QoS-aware testbed was utilized to 
compare ReD which made use of QoS-aware functionality, to BaNA which did not.    

 The simulation results showed that ReD outperformed BaNA with respect to all metrics 
under study.  ReD produced checkpointing arrangements which were statistically more reliable 
than did BaNA, and did so utilizing fewer checkpointing arrangement messages.  This statistical 
advantage of ReD over BaNA was shown to increase with increasing numbers of nodes 
committed to service in the MoG.  Figure 1 is an excerpt of this data and depicts the increase in 
checkpoint arrangement reliability of ReD over BaNA for from 31 to 39 nodes.  ReD is clearly 
shown to outperform BaNA in arrangement reliability by nearly 400 % for MoG node 
commitment levels of 39 nodes. Likewise, results obtained in the testbed  implementation, 
confirm the performance increase of ReD versus BaNA as shown in Figure 2. As a result, ReD is 
shown to exceed BaNA in the resulting reliabilities of checkpointing arrangements produced, 
while utilizing fewer checkpoint arrangement messages to establish those arrangements. 
 
Future Plans 
 

Traditional checkpointing approaches in wired Grid computing systems have assumed 
that constituent nodes are connected by high-speed wired links with low latency and small link 
and node failure rates.  In general, these approaches assume that the computation interval and 
checkpoint overhead are much smaller than the “mean time between failures” (MTBF).  In such 
an environment, little attention is given to network latency, link failures and the resulting need
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            Figure 1.  Simulator ReD vs. BaNA .            Figure 2.  Testbed Checkpoint Arrangement Reliability. 
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to retransmit checkpointed data. Further, in that environment, checkpoint data message and file 
size are not of particular concern since high speed wired links and large disk arrays are readily 
available.  In wired Grids, coordinated recovery is easier to achieve and multiple rollbacks are 
less likely, since replication and other augmenting resources are usually available.   

The MoG environment, on the other hand, desires checkpoint transmissions over the 
fewest hops possible, with the sizes of checkpoint messages kept small to yield short 
transmission times. In addition, MHs with relatively limited resources can support only fewer 
and smaller checkpoint data files.  The focus of our future research is therefore the development 
of an efficient mechanism which greatly minimizes checkpoint message transmission times and 
resource utilization, and which employs localized decision methodologies for execution 
recovery.  In essence, the developed mechanism is to achieve fast, light-weight checkpointing 
and recovery with high resource-efficiency, ideally suitable for the MoG environment.  We 
intend to implement such a mechanism on a working testbed for assessment, taking two steps: 
(1) efficient asynchronized checkpointing with checkpointed file derivation, transmission, and 
management, and (2) speedy execution recovery using checkpointed files and message logs.   
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Program Scope 
 

Solid state lighting has gained considerable momentum in the past few years due 
to current goals to cut energy consumption, reduce green house emissions, and reduce 
dependence on fossil fuels.  Consideration of this technology has also been largely linked 
to the increasing efficiency of current LED technologies and the projected efficiency 
gains in ensuing years. There are various options that are currently being used or 
investigated for the creation of white light using solid state resources.  These techniques 
include the use of UV LEDs in combination with YAG phosphors, visible LEDs in 
conjunction with yellow and multi-color phosphors, and more recently UV and blue 
LEDs in conjunction with colloidal nanocrystals.  This is of particular interest in that 
improved color rendering may be achieved by using blue or UV LED in conjunction with 
polychromatic nanocrystals mixes.  This effort will largely focus on achieving broadband 
visible light from polychromatic nanocrystals embedded in a UV curable epoxy resin 
which may later be incorporated into the molded LED package itself.  

This program will investigate the viability of both blue and UV LEDs employing 
polychromatic nanocrystal mixes and their subsequent incorporation into an LED 
package. It is believed that intelligent incorporation of polychromatic nanocrystals in an 
epoxy LED package, i.e., embedding nanocrystals in the molded package itself, will 
greatly simplify the generation of broadband light from monochromatic LEDs.  The 
specific goals of this research will be to characterize the emission of various 
polychromatic nanocrystal blends to achieve broadband visible white light yielding 
various specific color correlated temperatures. Currently, commercially available 
prepackaged LEDs (either UV or blue) are used as a monochromatic excitation sources to 
evaluate the viability of white light generation from custom polychromatic nanocrystal 
mixes.  This study will then investigate methods to characterize and incorporate custom 
mixes into the molded LED packages, i.e., the creation of an embedded nanocrystal LED 
package.  
 
Recent Progress 
 
To date, color converting phosphors have been extensively used in the generation of 
white light LEDs.1-3  Recently, there has been growing interest in the use of nanocrystal 
technologies for the fabrication of white light LEDs because of their high quantum 
efficiencies, ease of tuning, and narrow bandwidths.4-13 Additionally, there have also 
been documented approaches using single color and multiple color nanocrystals with III-
nitride based LEDs for creation white light.10-13  This interest in pursuing white light 
generation using nanocrystal systems stems from the perceptible weaknesses of currently 
used phosphors, which include reduced quantum efficiencies, lack of tuning, broad 
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emission spectra, and poor stability with respect to photoxidation.16  It has been shown 
that nanocrystals enable white LEDs with adjustable tristimulus coordinates, adjustable 
correlated color temperature, and adjustable color rending index.10   
 
Future Plans 
 
While there has been various works establishing the legitimacy of white light created 
from nanocrystals mixtures, addressing the viability of incorporating these nanocrystals 
into current LED packages is project of significant merit as it may aid in the adoption of 
this technology into current LED manufacturing schemes.  As with any mature 
processing scheme, incorporation of new steps in a mature process flow generates large 
costs involved in equipment retooling and down time.  This obviates the need for easy 
assimilation of nanocrystals into modern, well defined LED manufacturing schemes.  It is 
through the development of an intelligent method aimed at incorporating characterized 
polychromatic nanocrystal mixes into the molded LED package that will enable easier 
integration into current manufacturing models.  Experimental studies are focusing on 
characterizing a collection of nanocrystals compositions in conjunction with currently 
available blue and UV LED products.  Evaluation and generation of techniques aimed at 
incorporating these polychromatic nanocrystals mixes into the LED package itself will be 
investigated to develop a range of solid state white light models that can uphold high 
efficiency, good color rendering, and adjustable color correlated temperatures.  
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Program Scope 

This program is directed at developing unique applications for artificial intelligence (AI) 
algorithms.  The current project is specifically focused on the use of Artificial Neural Networks 
(ANNs) for calculating the material properties of advanced composite materials and classification 
of anomalous activities at regional airports.  An ANN application was developed that 
dramatically reduces the cpu time required to calculate the material properties of advanced 
composite materials.  In addition, ANN applications have been developed and deployed to detect 
and classify the activities of vehicles approaching the terminal at Bert Mooney Airport Authority 
(BMAA). In support of these efforts, DOE funding was utilized to deploy significant cyber-
infrastructure consisting of a 28 processor cluster computer and a smart sensor network at BMAA. 
Progress 

ANNs have been utilized in voice recognition, pattern recognition, sensor networks, and 
other complex applications such as constitutive modeling. For example, ANNs have been used to 
determine constitutive relations for viscoelastic materials [Qingbin, et. al.] as well as aluminum 
alloys [Sen, et. al.]. Research has also shown that the global elastic constants of a composite 
material using the eigenvectors of experimental Lamb waves can be predicted [Yang].  The 
development of an ANN consists of establishing the underlying network topology, training the 
network with a set of known inputs and corresponding outputs, and validation against a set of 
known inputs and corresponding outputs. The validation set is not used in the training process.  
This approach to constitutive modeling was validated with applications to the Ideal Gas Law, 
control of talc processing and predicting the global properties of advanced composite materials. 

The Ideal Gas Law is a constitutive law relating the four variables and one 
constant of the familiar: PV = nRT. We use the ANN to solve for the output (target), 
which in this case is Temperature (T). The complete data set for 1 Mole of gas was 
calculated using the following data: Temperature (T) = 100°-500° Kelvin in increments 
of 10°; Volume (V) = 1-7.5 meters3 in increments of 0.5; R (Gas constant) = 8.315 
Joules/(mol*°K); and P = nRT/V. The final data set consists of 201 data points. The data 
was separated into training (80 %) and validation (20 %) sets. The training data are used 
to ‘train’ the network to adequately learn the known system. The test data are used to 
confirm that sufficient training occurred and that the ANN is able to predict the correct 
outcome (Temperature) using new data inputs. The network accurately predicted the 
temperature within 8° Kelvin, which is less than ±1 % error (see Figure 1).  

Figure 1: Linear Regression of the Error 
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ANNs were also used to model the processing of talc at the Luzenac America talc plant in 
Three Forks MT.  The goal of this application is to model the plant (predict the current data set 
value(s)) and also predict how the plant processes are changing (the future data set value(s)).  If 
this can be done it will prove that the network can predict the present state (constitutive law) and 
the future state (aid in the control of the system). The modified (changed to work with the ANN) 
control system could then use the predicted values from the ANN to make changes to the plant to 
keep the process from going unstable.  In doing this the ANN will also be used to find the 
minimum energy state for the process to help control the process and minimize energy costs.  

Seventeen independent process parameters such as material feedrates, ambient air 
temperature, compressed air pressure and power consumption were modeled.  The data was 
provided by Industrial Automation Consulting of Three Forks MT and consisted of samples taken 
every minute over a twenty four hour time window.  Several types of transfer functions and ANN 
network topologies were investigated to determine the optimum performance.    

The network consisted of one input layer, two hidden layers and an output layer. The 
network utilized a tansig transfer function and a Baysian Regulation Backpropagation training 
algorithm.   The effectiveness of the network in predicting these values is shown in Figure 2.  In 
this figure the vertical axis represents network predicted values and the horizontal axis represents 
the actual data. The best performing network was found to be a ANN that used all 17 sets of data 
as the inputs and one set as the target, the inputs and targets scaled from 0 and 1 or –1 and 1 with 
the use of satlin and purelin as transfer functions, and only one hidden layer is needed for the 
problem to solve.  When using trainbr or other training algorithms you must use an ANN with at 
least 15 free parameters to adequately begin to fully learn the data set given by the Luzenac plant. 
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Figure 2.  Network Iteration Regression 

Because of the complex interactions between constituent properties and micro-
structural geometry, the constitutive modeling of advanced composite materials requires 
a significantly more advanced approach.  Data were collected from seven isotropic materials 
that were arranged in various configurations of a four-cell unit cube representing a longitudinally-
reinforced composite. A finite element micro-mechanics analysis was used to generate the ANNs 
inputs and outputs. The network inputs (eight total) consist of the Young’s modulus and 
Poisson’s ratio for the four constituents arranged in the input vector in an order directly 
corresponding to the geometry of the unit cell. The targets (outputs) of the network are the global 
elastic constants for the composite material, which are the three elastic moduli and the six 
corresponding Poisson’s ratios.  This topology requires significant computational resources in 
order to sufficiently generalize to the total data set. The training performance and generalization 
ability of the ANNs can be greatly enhanced by using a network architecture based on the 
concept of stacked neural networks (SNNs) [Wolpert] in combination with one based upon 
multiple neural networks (MNNs) [Nguyen]. Rather than training one complex network to predict 
all nine outputs we suggest training nine smaller networks (each predicting one output) and 
combining them into one composite network. For example, if we want to just predict E1G (global 
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Young’s modulus in the one direction) and E2G given the same inputs as before. We could do this 
in one big network (see Figure 3b) or we could train two separate networks (see Figure 3a) and 
then combine the two networks into one that accomplishes the same task. 

 
Figure 3a and 3b.  E1G only network (4a). E1G and E2G network (4b) 

The results of this approach are shown in Figure 4 for the prediction of E1G. The ANNs have 
been able to learn and predict with reasonable error (less than 5 percent) the global outputs of the 
system (see Figure 4, which is a linear regression of the network output “A” and the actual target 
“T”). By creating new MNNs based off the SNNs design we have been able to achieve tighter 
accuracy than by training a single ANN to predict the system 

 
Figure 4. Network Regression of the error of  E1G 

DOE EPSCoR support was used to develop and deploy a sensor network at BMAA (Butte 
MT) in order to detect and classify anomalous vehicular traffic approaching the terminal curbside 
at BMAA.  The overall sensor network is illustrated in Figure 5a and 5b. It consists of “weigh-in-
motion” systems, video tracking/classification systems, ultra wide band (UWB) radar tracking. 

 
 

 
 
 
 
 
 
 
 
 

Figure 5a and 5b.  Intelligent video and UWB radar layout  
The colored triangular areas superposed onto the airport image in Figure 6a represents coverage 
of three independent video cameras used for tracking vehicles.  The ellipses of Figure 6b 
represent possible locations of objects detected by the UWB radar tracking systems.  
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Figure 6a and 6b illustrate IEI’s Self Training Artificial Neural Network Object (STANNO) 
approach to classification.  Figure 7a illustrates that the camera view of the terminal building is 
segmented into sixteen individual scenes each of which is assigned a STANNO.  The overall 
anomaly detection is performed by a separate STANNO that combines the results of the sixteen 
individual STANNOs (network-of–networks approach). 

 
 
 
 
 
 
 
 
 
 

 
Figure 6a and 6b.  Terminal Curbside Anomaly Detection 

Future Plans 
To support future development of high performance computing and sensor networks the 

Montana Institute for Sensor and Simulation Technologies (MISST) has been established with 
funding from the Montana State government.  The fundamental goal of MISST is to build upon 
these programs initiated with DOE EPSCoR funding to create sensor network test beds and a 
High Performance Computing and Visualization center.  These testbeds and the HPC center will 
be connected via Access Grid Node technology to form a statewide cyber infrastructure system. 

The sensor network test beds will be utilized to develop accurate classifications systems of 
anomalous behavior at small regional airports such as BMAA.  This work will require significant 
computing power (HPC) to accurately and quickly train ANNs to perform a variety of tasks 
within the sensor network.  The HPC and Visualization Center will be utilized for development of 
computational material science, natural resource modeling and complex system design. 
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Neutrons – A Tool for Renewable Energy Research at ORNL 
A. E. Ekkebus, J. L. Trimble, 

Neutron Scattering Science Division, Oak Ridge National Laboratory 
 
Oak Ridge National Laboratory desires to work with EPSCoR colleagues to provide the research 
and development base to advance renewable energy technologies.  Managed by UT-Battelle, 
LLC, for the U.S. Department of Energy, ORNL is home to two of the world's most advanced 
neutron scattering scientific research facilities.  The Spallation Neutron Source is an accelerator-
based pulsed neutron source; at full power, it will provide the most intense pulsed neutron beams 
in the world for basic and applied research.  The High Flux Isotope Reactor provides one of the 
highest steady-state neutron fluxes of any of the world's research reactors. ORNL’s research 
areas include energy, high-performance computing, systems biology, nanoscale materials 
science, and national security. 
 
These facilities provide intense neutron beams for research on the structure and dynamics of 
materials in fields such as physics, chemistry, materials science, and biology.  Scientists and 
engineers from universities, industries, and government laboratories are invited to use these 
facilities for experiments that are typically free of charge subject to conditions such as site access 
and peer-review publication of research results.   

Neutron scattering is a useful source of information about the positions, motions, and magnetic 
properties of solids. When a beam of neutrons is aimed at a sample, many neutrons will pass 
through the material. But some will interact directly with atomic nuclei and "bounce" away at an 
angle, like colliding balls in a game of pool. This behavior is called neutron diffraction, or 
neutron scattering.  Using detectors, scientists can count scattered neutrons, measure their 
energies and the angles at which they scatter, and map their final position (shown as a diffraction 
pattern of dots with varying intensities). In this way, scientists can glean details about the nature 
of materials ranging from liquid crystals to superconducting ceramics, from proteins to plastics, 
and from metals to micelles to metallic glass magnets.  The importance of neutron scattering to 
the scientific community was recognized by the awarding of the 1994 Nobel Prize for Physics to 
Clifford Shull and Bertram Brockhouse. Shull pioneered the use of neutron scattering at Oak 
Ridge to decipher the structure of materials, and Brockhouse found ways to use it in his 
Canadian laboratory to learn about the motions of atoms in materials. 

The intent of the ORNL Neutron Scattering Science User Program is to provide a system that 
operates seamlessly for users, whether they want to conduct research at SNS, HFIR, or both. 
This program also accommodates users at the Center for Nanophase Materials Sciences and the 
Shared Research Equipment Program. The combined proposal system for these facilities allows 
users to easily submit multiple and combined-facility proposals.  Meeting the needs of users is 
paramount at these facilities. To find out more or to provide input on the Neutron Scattering 
Science User Program, contact neutronusers@ornl.gov or visit our web site at 
http://neutrons.ornl.gov.   
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High Efficiency Photovoltaic Devices based on 
Nanocrystal/Polymer Nanocomposites 

 
Emil Fred1, Kaushik .Y. Narsingi1, Omar Manasreh1, Simon Ang1, Andrew Wang2 

1Department of Electrical Engineering, University of Arkansas, Fayetteville, AR 
2Ocean NanoTech LLC, 700 Research Center Blvd., Fayetteville, AR 72701 

Program Scope 

Nanocomposites consisting of nanocrystals and electrically conducting conjugated 
polymers are studied for their use in cheap and highly efficient photovoltaic devices. In 
previous research work, photovoltaic devices based on silicon and other solid state 
semiconductor technologies have exhibited power conversion efficiencies upto 40% 1. 
These devices however, involve highly expensive and complex fabrication techniques. 
This factor is a major hurdle in the successful commercialization of such devices. 

 Use of novel materials such as nanocrystals and conducting polymers has yielded 
devices which are cheaper and easier to fabricate. The power conversion efficiencies of 
these devices however are less than 5%2, 3, 4 which is mainly attributed to the difficulties 
in charge separation and transport. The possibilities of using nanocomposites for 
photovoltaic devices are currently being investigated. Materials with Type II band 
structure is one of the main focus of the current research. Different device designs, tuned 
to absorb a broad range of solar radiation are being considered. The current research 
venture can be categorized into three main phases: 

Phase I involves the investigation and characterization of the potential materials to be 
used for the fabrication of the photovoltaic devices. 

Phase II investigates different design and fabrication techniques for photovoltaic device 
and the mechanism of charge transport in these device.  

Phase III comprises of efficiency and lifetime measurements of the fabricated devices. 

Recent Progress 

Significant advances were made into Phase I of the research. Different nanocrystal 
materials were part of this study and were characterized using optical absorption and 
photoluminescence (PL) techniques.  

Absorption spectra from the CdSe/ZnS core/shell nanocrystals5 of different sizes from 
2.1nm to 4.5nm diameters, embedded in UV curable resin exhibited first exciton peaks 
from 498nm to 600nm wavelengths. These measurements help in understanding the 
absorption wavelength tunability of the nanocrystals. Furthermore, the radiation hardness 
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of these nanocrystals was investigated using optical absorption and PL techniques. These 
measurements are applicable to space photovoltaic studies. 

Temperature dependent absorption and PL measurements of InGaP/ZnS core shell 
nanocrystals6 embedded in a UV curable resin were recorded. However, the absorption 
spectra did not show any considerable excitonic peak even at 10K. The bandgap of InGaP 
nanocrystals was calculated to be 1.970 eV (10K) and 1.930 eV (10K) for the two 
different samples obtained from Evident Technologies7. The mole fraction of In in InGaP 
nanocrystals samples were estimated to be 0.45 and 0.48.  The estimation of the In 
composition shows that the nanocrystals are direct bandgap materials. 

Ongoing research in the current phase includes the synthesis techniques and 
characterization of CdTe/CdSe core/shell nanocrystals8, 9 and GaN@GaP core/shell 
nanowires10, 11. Interest into this type of materials stems from the fact that type II band 
structure helps in the separation and transport of charge carriers. The nanocrystals are 
synthesized using colloidal techniques while the nanowires are produced using a 
chemical vapor deposition technique.  

Future 

The next phase will explore different photovoltaic device designs. One possible device 
structure will have different nanocomposite layers which are spin casted on an 
appropriate substrate and tuned to absorb different wavelengths in the solar radiation 
spectrum. This design is based on the Gratzel cell12, 13 and multi-junction solar cells1, 14 
which have shown high power conversion efficiencies. Improvements in the 
nanocomposite design will also be made by pairing suitable nanocrystal/polymers which 
exhibits better absorption to desired wavelength and charge transport. 

The design and fabrication phase will be followed by testing and measurement of the 
efficiencies of the devices. Further improvements will be implemented to the earlier 
phases based on the results of this phase to tune the devices for better performance. 
Improvements in the quality of the material and the fabrication technique will ultimately 
lead to the development of photovoltaic devices which are cost effective and have high 
power conversion efficiency. 
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High Temperature Resonant Ultrasound Spectroscopy Studies 
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National Center for Physical Acoustics, University of Mississippi, University, MS 38677 
 

Program Scope: 
 

Resonant Ultrasound Spectroscopy (RUS) is a novel technique in which the free body 
resonances of a solid are used to determine all of the material's elastic constants in a single 
measurement.  Given a sample's composition, dimensions, and elastic constants, a spectrum 
of resonance frequencies can be calculated for a given set of boundary conditions (the 
forward problem).  RUS is employed to measure these resonance frequencies and use them 
along with sample properties and a nonlinear leaste squares fitting algorithm to compute 
elastic constants (the inverse problem).  These elastic constants are very valuable as probes to 
study phase transitions, and are closely related to thermodynamic properties such as specific 
heat and thermal expansion.  

In an RUS measurement the sample is held between piezoelectric transducers.  One 
transducer is used to excite the sample while the other measures its response.  The driving 
frequency is typically swept from about 100 kHz to 1 MHz or more until a sufficient number 
of resonances are obtained to provide a reliable solution to the inverse problem, typically 20-
40.  A minimal amount of pressure is used to avoid perturbing the resonances of the sample, 
though this presents a challenge in high temperature work.  Transducers cannot be heated 
significantly or they will lose their piezoelectric properties.  As such, in the high temperature 
apparatus, the transducers are removed from direct contact with the sample and mounted on 
buffer rods of low acoustic attenuation that allow them to be outside the furnace and cool 
enough to maintain their function.  The weight of these buffer rods is a concern as sample 
loading can affect the measured spectrum.  We have shown that in our current configuration 
buffer rod loading shifts the frequencies of the peaks by amounts less than or equal to typical 
errors in the fitted values (~0.1%) for almost all modes, and that good signal to noise ratios 
can be obtained through the buffer rods (see Figure 1). The apparatus currently shows good 
thermal stability up to 400 C and with minor adjustments should be stable up to 600 C. 
 
Recent Progress: 
 
 We’ve recently completed a renovation of the apparatus in an effort to enhance our 
gas-handling control.  Operating at elevated temperatures, it is imperative to avoid oxygen in 
the sample chamber or we risk adverse effects to the system itself and the materials under 
investigation.  The initial design incorporated a low flow (less than 2L/min) of Argon 
through the measurement chamber during heating and the measurement cycle.  At elevated 
temperatures this led to a difficulty maintaining a stable temperature.  The current renovation 
includes vacuum tight seals and valves in effort to reduce the risk of oxygen leaks into the 
sample chamber and also to halt the flow of Argon at elevated temperatures for the duration 
of the measurement cycle.  Temperature control has been improved significantly without 
additional risk of oxygen to the sample chamber.   
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Figure 1: Photos of the oven and gas handling system.  The plot shows several resonances of an aluminum 
sample acquired with the buffer rods at room temperature and 400 C. 
 
 
 In effort to quantify effects of sample loading and effects on the resonant spectrum, 
we have investigated the frequency shift as a function of load on two different sets of buffer 
rods (alumina and quartz).  As evident in the graphs shown below, the magnitude of the 
frequency shift is less than 0.1% for almost all resonant modes measured using fused quartz 
buffer rods for loads up to twice the buffer rod weight (80 mN).  We also investigated the 
effects of loading on the quality factor of the measured modes with similar results for both 
rods.  The quartz rods were chosen for use in the apparatus due to slightly better performance 
and ease of use. 

In addition to clarifying the results of loading on the measured resonant mode 
frequency and quality, we have performed measurements on a sample of Aluminum and 
compared our results to literature values.  Included in this study is the affect of temperature 
on the resonant modes of the specimen.  The plot below tracks several resonant modes 
through a temperature difference of approximately 350 degrees C.  
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Future Plans: 
 
 There are a number of interesting phenomena at elevated temperatures to which RUS 
can be applied.  Given the sensitivity of resonant ultrasound it is a useful probe for phase 
transitions including the glass transition.  There is currently a significant body of work 
accumulating in bulk metallic glass (BMG) compounds due to their high strength and 
corrosion resistance.  In the majority of these materials, the glass transition temperature is 
well above room temperature.  Applying RUS to samples undergoing the glass transition will 
give us some insight into this important phase transition.  The high temperature RUS system 
provides the capability to investigate the glass transition in a wider variety of BMGs.  
 Other systems of interest include potential thermoelectric materials such as new SiGe 
alloys and zintl compounds being developed at the Jet Propulsion Laboratory.  The 
designated use of these compounds is in Radioisotope Thermal Generators (RTGs) for deep 
space missions.  High temperature RUS measurements will provide important mechanical 
property data for these materials at their application temperature. 
 Additional studies are planned in collaboration with Oak Ridge National Laboratory 
investigating new materials such as Fe2OBO3 and LuFe2O4 which exhibit charge ordering 
transitions.  Such transitions occur in strongly correlated electron systems which are still 
poorly understood. 
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A poster on the award: Fundamental Problems of Neutron Physics at the Spallation Neutron Source at 
the ORNL.   
 

Abstract 

Scattering of Ultra Cold Neutrons on Nano-size Bubbles 

Vladimir Gudkov 

Department of Physics and Astronomy, University of South Carolina, Columbia, 
SC 29208 

Inelastic scattering of ultra cold neutrons on bubbles with the size of nanometers is 
considered.  It is shown that neutron-bubble cross section is large and sensitive to 
different vibration modes of bubbles.  This process could be used for the study of 
dynamics  of nano-size bubbles, and for new methods of ultra cold neutron 
production  if appropriately sized bubbles with sufficient density can be created. 
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Transforming Wastewater Treatment Facilities into Biocrude Centers 
 
Rafael Hernandez, Todd French, Mark White, Kaiwen Liang, William Holmes, Earl 

Alley, Tracy Benson, Andro Mondala, and Jaclyn Hall,  
Renewable Fuels and Chemicals Laboratory 

Dave C. Swalm School of Chemical Engineering 
Mississippi State University, Mississippi State MS. 

 
Wastewater treatment facilities could be used for oil production, in addition to 

treating water to conform to Environmental Protection Agency (EPA) standards.  Sewage 
sludge generated at conventional wastewater water treatment facilities could be extracted 
and converted into biofuels or wastewater could be treated with oleaginous 
microorganisms, which can convert part of the biochemical oxygen demand of the 
wastewater into oils and store between 20% and 60% of their mass as oil.  To achieve the 
latter, elimination of indigenous microorganisms present in the wastewater effluent from 
the primary clarifier while improving the biodegradability of the wastewater is necessary.  
The oil extracted from oleaginous or conventional microorganisms could be converted 
into biodiesel or green diesel.   

In this work, primary and secondary sludges were collected from a municipal 
wastewater treatment plant located in Tuscaloosa, AL.  After collection, sludges were 
concentrated by centrifugation, and dried using a freeze dryer.  Sludges were also 
homogenized prior to each experiment.  Lipids in dry sludge (~5% moisture) were 
converted to biodiesel by in-situ transesterification.  Gas chromatography was used to 
analyze the fatty acid methyl esters in the sample.  It was estimated that wastewater 
treatment facility could provide approximately 800 million gallons of feedstock for 
biodiesel production.  The presentation will include an economic analysis of the 
generation of biodiesel from sewage sludge. 

An alternative to overcome production of unwanted by-products and expand the 
inventory of oils available for producing fuels is the application of a more robust 
conversion process.  Green diesel could be produced via cracking of crude lipids using 
catalytic processes currently employed in the petroleum refining industry.  In contrast to 
biodiesel, green diesel could be distributed via diesel pipelines.  And its production does 
not generate glycerine as a by-product.   

Mono-, di-, and triglycerides of oleic acid were cracked over H-ZSM-5 solid 
catalyst at 400°C in a micro-bed reactor coupled with online GC/MS analysis.  H-ZSM-5 
was selected due to its high Bronsted acidity and its shape selective characteristics.  The 
operating conditions during the experiments minimized the formation of secondary 
cracking products. 
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Novel Energy Sources -Material Architecture and Charge Transport in 
Solid State Ionic Materials for Rechargeable Li ion Batteries 
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Program Scope 
Technological improvements in rechargeable solid-state batteries are being driven by an 

ever-increasing demand for portable electronic devices. Lithium-ion batteries are the systems of 
choice, offering high energy density, flexible and lightweight design, and longer lifespan than 
comparable battery technologies. Current trends in Li-ion battery research are aimed towards 
achieving higher capacity, better cycleability and improved rate capability (synthesizing new 
active materials and improving existing ones). In an other approach of increasing energy density 
of Li-ion batteries, replacing liquid electrolyte by light weight, flexible polymer electrolytes has 
attracted considerable attention in recent past. However, polymer electrolytes with suitable 
conductivities ( better than 10-3 S/cm) for practical applications have not been obtained yet.  
Apart from the cathode/electrolyte research, identifying suitable anode is also important as this 
allows various cathode-electrolyte-anode combinations. 

 There has been an influx of research activities in order to replace Co based cathode 
materials, which are being used in commercial Li ion batteries with cheap, environmentally 
benign, naturally abundant materials. Several alternate candidates to LiCoO2 have been proposed 
as potential cathode materials for Li ion batteries, of which spinel LiMn2O4 is particularly 
promising. The specific goals of this program are to (i) optimize the synthesis conditions, (ii) use 
multi-pronged approaches to stabilize LiMn2O4 structure to improve cycleability, (iii) explore 
coupling between segmental relaxations and ion transport in polymer electrolytes using 
broadband dielectric spectroscopy, which is still not completely understood, yet crucial for the 
development of all-solid-state lithium batteries. The work on cathode materials and electrolytes 
will provide an in-depth study to understand the charge transport in lithium intercalation oxides 
and its effect on the cell voltage, crystal structure, thermal, and phase stability, which in turn will 
lead to advanced Li-ion batteries with a longer cycle life, higher capacity/energy, safety, and 
temperature/rate performance, at lower costs than those currently available 
 
Recent Progress 

One of the areas of initial phase of the project was to understand the spinel LiMn2O4 
cathode materials and optimize process parameters for improving structural stability and 
electrochemical properties. Another area considered in this period was the improvement in the 
ionic conductivity of electrolytes by introducing nanoparticles, which were otherwise on the basic 
underlying mechanism of ionic conduction in polymer electrolytes. In the second phase, 
information gathered from the first phase was used to improve the electrolyte properties and 
cathode works continued with various dopings in the spinel compounds.  In what follows we 
briefly summarize our recent achievements in this area.  

 
Cathode materials 

It is well known that the cycle life of Li ion cells depends critically upon the structural 
stability of the host electrode structure upon charge-discharge cycling and LixMn2O4 cathode is in 
no way different as it suffers from severe capacity fading in the 3V region due to the anisotropic 
(Jahn-Teller) distortion.  As a result, the cubic symmetry of Li[Mn2]O4, in which the lithium ions 
occupy tetrahedral sites, is reduced to tetragonal Li2[Mn2]O4 (space group F4I /ddm),in which the 
lithium ions occupy octahedral sites in an ordered rock salt structure. This crystallographic 
distortion is too severe for the electrode to maintain its structural stability during cycling. Hence, 
for good cycle life, the composition of the Lix[Mn2]O4 spinel electrode must be kept within the 
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limits of the cubic structure (0< x <1) and strict voltage control is required to keep the lower 
discharge limit above 3V to prevent the onset of the Jahn-Teller distortion. However, 
Li/Lix[Mn2]O4 cells still lose capacity slowly at 20°C, and more rapidly at 55°C between 4.5 and 
3.0 V. 1  

Several factors have been speculated for capacity fading of LiMn2O4 in the 4V range in 
the literature1. Our experimental results clearly shed light on the dominant mechanism 
responsible for poor cyclability of LiMn2O4.  The reason for the severe capacity fading of nano-
crystalline LiMn2O4 was likely due to the onset of the Jahn-Teller distortion towards the end of 
the discharge. So, the cation co-doping (replacing Mn partially in the octahedral site by Li and Al 
simultaneously increased the average oxidation state of Mn thereby delaying the onset of cubic to 
tetragonal transition, which dramatically improved the cycleability of LiMn2O4.2  Also, by 
substituting Mn ions with transition metals, such as Cr, Fe, Co, Ni the capacity retention was, in 
general, improved. Recently, it has been found by our group that LiMn1.5Ni0.5O4 has very good 
initial discharge capacity  (148 mAh/gm) as well as excellent capacity retention (of about 94%) 
after 50 cycles.3  First principle calculations using Vienna ab initio simulation package (VASP) 
confirmed a thermodynamically stable Li(NiMnRh)O system and the computed density of states 
suggested the participation of Ni and Rh during charge –discharge cycles.4  Our recent results on 
LiMn1.5Ni0.46Rh0.04O4 are very encouraging in the sense that it showed higher discharge capacity 
(153mAh/gm) and excellent cycleability, the best reported value (to our knowledge) in the 
literature so far.5  

 
Electrolytes 

Electrolyte is one of the key components in batteries. Solid electrolyte polymers are 
stronger contenders over crystals and glasses because of their flexibility and lightweight; thereby 
increasing process compatibility and energy density, respectively. Ambient temperature lithium-
ion conductivities of in currently available candidate solid polymeric electrolyte materials are in 
the range l0-4-10-6 S/cm, too low for effective room temperature operation. Ion transport takes 
place in the amorphous phase of polymer electrolyte, therefore lowering the glass transition 
temperature, Tg (ensuring the amorphous phase at room temperature) is the effective way to 
improve room temperature conductivity. The most common approach to lower Tg is the addition 
of liquid plasticizers (small organic molecules). However, the gain in conductivity is adversely 
accompanied by a loss of the solid state configuration and lithium metal anode compatibility.  An 
alternate approach is to add solid  (liquid free) plasticizers, e.g. nanosized inorganic fillers (TiO2, 
SiO2,  Al2O3, etc.), which increases the conductivity.6  Although it has been widely accepted that 
the segmental motion of the host polymer chain is mainly responsible for the observable 
macroscopic conductivity in polymer electrolytes7, the coupling between segmental relaxation 
and ion transport in polymer electrolytes is  still not completely understood 8;  yet it holds the key 
to the development of all-solid-state lithium ion batteries. 

  In order to understand better the role of segmental relaxation dynamics in ion transport 
process, the glass transition and dielectric relaxation processes of polyethylene oxide (PEO) 
based polymer salt complexes (PSCs) have been investigated using broadband dielectric 
spectroscopy.  Pure PEO and PSCs consisting of PEO, LiClO4 or LiCF3SO3 were synthesized 
with and without nano-particulate TiO2 by solution casting method. The dielectric and ac-
conductivity studies, over broad range of temperatures and frequencies, suggest that the polymer 
segmental dynamics play a crucial role in controlling ion transport in polymer electrolyte 
systems.9 Also, the ion dynamical process in polymer electrolytes has been studied in detail. The 
frequency dependence of the conductivity showed two regions, namely, Region I (high 
temperature) and Region II (low temperature).  In Region I, the conductivity exhibited a plateau 
at low frequencies, followed by the dispersion at higher frequencies. In Region II, the 
conductivity is less sensitive to temperature and exhibits nearly liner frequency dependence. This 
contribution to ac conductivity from nearly constant dielectric loss has been observed, for the first 
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time, in polymer electrolytes.10  Furthermore, a cross over from nearly constant loss to 
cooperative ion hopping at higher temperatures is noticed from the frequency dependence of the 
conductivity. 
 
Immediate Future Plans 
 A Li-ion battery with economically attractive, ecologically friendly, and safety is the 
main aim of the present research. Our works on the three research fronts, cathode, anode, and 
electrolytes is progressing well and we are focused in converging the understanding acquired over 
the years of battery research to a feasible outcome. 
(i)  Ab Inition calculation 
 Continue theoretical calculations that have already been initiated using VASP to optimize 
Ni doped spinel structure in order to correlate the improved electrochemical properties with 
structure. 
(ii) Olivine structure cathode materials 

Even though LiFePO4 is being considered the most promising alternate cathode material, 
the major disadvantage for its practical implementation is the lower electronic conductivity. A 
composite cathode comprising of LiFePO4 and layered LiMO2 (M=Co, Ni, Mn) is expected to 
give better electrochemical properties along with higher electronic conductivity. The phase pure 
LiFePO4 has already been synthesized by solid state route, and the effect of composite cathode 
particle size on the electrochemical properties are proposed to be studied. 
(iii) Thin film coating and nanorods 

Layered coating on spinal structures and nano-rods with higher surface area to increase 
the capacity between 180-200 m Ah/g is also our goal. 
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Program Scope 
 
In this program, the powerful technique of Resonant Ultrasound Spectroscopy (RUS) is 
brought to bear on spin glasses and geometrically frustrated magnets. As only the 
canonical spin glasses (dilute magnetic alloys of a noble metal host (Cu, Au, Ag) and a 
magnetic impurity (Cr, Mn, Fe)) have been subjected to ultrasonic studies, and no elastic 
measurements have been reported for geometrically frustrated magnets, we have the 
unique opportunity to start a systematic study of the elastic response of new and less 
conventional spin glasses. The elastic properties of a material provide information about 
how a material responds to strain. Near a phase transition, the temperature dependence of 
the elastic moduli will provide information about the coupling of the order parameter to 
the strain. Since RUS is extremely sensitive to transitions and ordering phenomena, we 
also expect effects like orbital ordering (that are easily missed with other experimental 
techniques) to show up in our measurements. 
 
Recent Progress 
 
i) LuFe2O4 

 
Mixed valence LuFe2O4 is considered to be a charge-frustrated system, consisting of the 
alternate stacking of triangular lattices of rare-earth elements, iron and oxygen [1]. An 
equal amount of Fe2+ and Fe3+ coexists at the same site in the triangular lattice. Compared 
with the average iron valence of Fe2.5+, Fe2+ and Fe3+ are considered as having an excess 
and a deficiency of half an electron, respectively. The coulombic preference for pairing 
of ‘oppositely’ signed charges (Fe2+ and Fe3+) is considered to cause the degeneracy in 
the lowest energy for the charge configuration in the triangular lattice, similarly to the 
triangular antiferromagnetic Ising spins. Recently, a giant magneto-dielectric effect has 
been reported near room temperature in LuFe2O4 [2], due to the ordering of the Fe2+ and 
Fe3+. 
Under the current DOE-EPSCoR research grant, we have started a study of the elastic 
response of LuFe2O4 as a function of temperature. Figure 1 shows a representative 
resonant frequency1 as measured using Resonant Ultrasound Spectroscopy (RUS) [3]. 
Whereas the temperature-dependence of the elastic response of “conventional” materials 
shows a gradual increase or “stiffening” with decreasing temperatures [4], the result 

                                                 
1 The resonant frequencies of a given sample are directly proportional to the square-root of its elastic 
moduli, and give therefore clear information about the elastic response of the material. 
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Fig. 1: Temperature-dependence of a 
representative resonant frequency for 
LuFe2O4, measured in zero magnetic 
field. 

shown in figure 1 clearly illustrate how 
unusual the behavior of LuFe2O4 is. 
Whereas the sudden decrease with 
decreasing temperature below 250K is 
believed to be related to the so-called 
ΔE effect, which is typically observed in 
ferromagnetic materials, the deep 
minimum observed around 350 K has to 
be related to the charge-ordering 
transition that takes place above room 
temperature. Figure 2 shows that 
application of a magnetic field does not 
same to have a major influence on the 
resonant frequencies (and thus the 
elastic response) above room 
temperature, but seems to affect the 
behavior below room temperature. This 
is in agreement with the drop in 
magnetization that is observed when a 
small magnetic field (H = 1000 Oe) is 
applied at 270 K (see figure 3). Careful measurements of the resonant frequencies as a 
function of magnetic field (Figures 4 and 5) show that the application of a small magnetic 
field has indeed a small but nevertheless significant effect on the elastic behavior below 
00K.  

Fig. 2: Temperature-dependence of a 
representative resonant frequency for 
LuFe2O4, measured in zero magnetic 
field (○) and a field of 5 Tesla, applied 
parallel to the trigonal c-axis (∆) and 
perpendicular to the c-axis (□). 
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Fig. 3: Magnetization vs. magnetic field for 
LuFe2O4, measured at 270 K.  
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representative resonant frequency for 
LuFe2O4, measured at 2

Fig. 5: Field-dependence of a 
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This frustrated vanadium spinel exhibits ferrimagnetic ordering at approximately 56 K, 
and the spin-reorientation is believed to be associated with a structural phase transition 

has been demonstrated that switching of crystal 
structure, as well as domain rotation, occur in 
this spinel with applied magnetic field. Such 
large magnetoelastic effects arise from a strong 
coupling between spin and orbital degre
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Our preliminary RUS measurements illustrate 
how the phase transition MnV2O4 is observed in 
the elastic response of the material. The fast 
drop in the resonant frequency with decreasing 
temperature followed by a steep rise below 50 
K hints that the strain could
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The results above clearly show that the elastic response of LuFe2O4 and MnV2O4 is very 
unusual. In order to elucidate this intriguing behavior, a full analysis with determination 
of the elastic tensor will be essential. This will be our main focus in the next few mon
In addition, we will initiate the growth of frustrated sulpho-spinels such as CdCr2S4, 
FeCr2S4, MnSc2S4, and FeSc2S4. How these materials will respond elastically is an open 
question, and RUS measurements as a function of temperature and field are expected to 
yield insights into th
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SUMMARY 
 
Ceramic-ceramic (cercer) composites are a candidate fuel form for gas-cooled fast reactor (GFR) 
applications.  A promising cercer design under investigation consists of mixed carbide fuel kernels coated 
with a uniform, high density ZrC layer for fission product retention at high temperature and dispersed in a 
ZrC matrix.  The choice of ZrC was selected for its high temperature properties including good thermal 
conductivity and improved retention of fission products to temperatures beyond that of traditional SiC 
based coated particle fuels.  This effort also seeks to reduce anticipated minor actinide (MA) losses during 
fabrication by developing techniques that minimize the time that these fuels are exposed to high 
temperatures during fabrication.  Tests have been conducted on both kernel production and fabrication of 
the ceramic matrix.  Kernel coating studies are now starting with combined composite fuel manufacture to 
begin by the end of this year. 
 
Traditional techniques for compact manufacture require long sintering times at temperatures of at least 
two-thirds the melting temperature of the material.  In order to control the purity of samples and limit the 
time that kernels are exposed to high temperatures, a combustion synthesis process has been tested to 
form the ceramic matrix by using a direct exothermic reaction of zirconium and graphite powders.  The 
ignition and adiabatic temperatures of this combustion synthesis process have been measured at 
approximately 1200°C and 2500°C respectively.  A relationship has been developed between the initial 
powder size, applied pressure, and compact heat rate to achieve high density compacts with good 
mechanical strength.  Cylindrical compacts (12 mm diameter) of pure, stoichiometric ZrC have been 
produced with up to 92% theoretical density (TD).  This high density was accomplished by employing a 
method of uniaxial pressing at a minimum of 5.2 MPa similar to hot pressing to provide an additional 
driving force for sintering.  These high density samples were produced with smaller size zirconium and 
graphite powders of approximately 3 and 44 microns respectively. 
 
Kernels of uranium carbide for use in the composite fuel are produced using a high current (greater than 
75 A)  rotating electrode mechanism.  The process involves an electric arc used to melt a small portion of 
a spinning electrode made of UC or mixed carbide.  The centrifugal force acting on the melt flings it into 
a surrounding inert gas medium where it forms a sphere to minimize surface energy and is quenched in 
water, kerosene, or other medium.  Electrodes of uranium or mixed carbide for the process are again 
produced by a combustion synthesis process to minimize the time exposed to high temperature.  To 
control the purity of the starting powders, uranium metal is hydrided at a temperature of 200°C then 
mixed with graphite powders.  The cylindrical compacts were heated only for 15 min. to initiate and 
ensure the combustion reaction is complete as later confirmed through x-ray diffraction of the as 
fabricated compact.  This method produced samples with average TD of 83% but particle production tests 
showed that the electrodes did not hold together and fragmented into small particles only about few 10s of 
micron or less.  Better sintering of the electrodes was achieved by a longer hold time of two hours to give 
approximately 88% TD.  Despite the small difference in density, the electrodes did produce a significant 
fraction of larger size particles (kernels) and at least 25% by mass of kernels in the range 300 to 800 
micron.  The differences in electrode performance is attributed to changes in microstructure that occur 
with sintering—namely the shrinkage of very small pores.  Additional testing is underway to optimize the 
process and reduce the sintering time required to produce electrodes suitable for particle production. 
 
This effort supports two Ph.D. graduate students and two female undergraduate students.  It has further 
proved successful at building a stronger link between USC and the nearby Savannah River National 
Laboratory (SRNL) resulting in SRNL staff co-teaching a related course on nuclear materials and plans 
are underway to have students perform work at SRNL using mixed carbides including minor actinides to 
examine their volatility during fuel manufacture. 
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Program Scope 

The tools of molecular biology and the evolving tools of genomics can now be exploited to study 
the genetic regulatory mechanisms that control cellular responses to a wide variety of stimuli.  
These responses are highly complex, and involve many genes and gene products. The main 
objectives of this research project center on understanding these responses by (1) developing 
novel graph algorithms that exploit the innovative principles of fixed parameter tractability in order 
to generate distilled gene sets, (2) producing scalable, high performance parallel and distributed 
implementations of these algorithms utilizing cutting-edge computing platforms and auxiliary 
resources, (3) employing these implementations to identify gene sets suggestive of co-regulation, 
and (4) performing sequence analysis and genomic data mining to examine, winnow and highlight 
the most promising gene sets for more detailed study. 

Our primary target is the elucidation of genetic regulatory mechanisms that control cellular 
responses to low dose ionizing radiation (IR). A low-dose exposure, as defined here, is an 
exposure of at most ten centigrays (rads). While the net health risk of low dose exposures 
continues to be debated, recent findings support the concept of risk even at very low doses.  We 
aim to use genome scale gene expression data after IR exposure in vivo to identify the pathways 
that are activated or repressed as a tissue responds to the radiation insult. The driving motivation 
is that knowledge of these pathways will help clarify and interpret physiological responses to IR, 
which will advance our understanding of how low dose radiation exposures pose an increased risk 
to human health. 

This research is of long-term significance to DOE and the nation at large. Understanding the health 
risks of exposure to low levels of radiation is critical if we are to protect the nation’s workforce while 
making the most effective use of our national resources. The National Academy of Sciences 
recently issued a report [1] summarizing the most current evidence of the health effects of low 
levels of IR. This report supports the concept of a “linear-no-threshold” risk model, which holds that 
even the smallest doses of IR have the potential to increase the risk of cancer. Over the next 
several decades, it is expected that the majority of radiation exposures associated with human 
activity will be low dose in nature. These may arise from medical diagnostics, hazardous waste 
abatement, handling materials for nuclear weapons and power systems, and even terrorist acts 
such as dirty bombs. The major type of exposures will be low dose ionizing radiation (primarily X-
radiation and gamma-radiation) from fission products.  

DOE's Office of Biological and Environmental Research has a long-standing interest in low dose 
radiation research, with particular recent concentration on molecular mechanisms and pathways 
[2]. Microarrays and other advances in technology provide a means to begin to extract such 
mechanisms and pathways without a priori knowledge of genes that might be involved. By focusing 
on gene co-regulation and putative network mechanisms, we seek to characterize radiation-
induced perturbations of normal physiological processes. This should greatly enhance our 
understanding of low dose radiation’s effects at all levels of biological organization, from genes to 
cells to tissues and finally to organisms. 

                                                 
* This work is supported by the EPSCoR and Low Dose Radiation Research Programs, with UT-Battelle LLC 
the managing organization of ORNL for the U.S. DOE. 
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Recent Progress 
 
Guilt by association, the assumption that genes with similar expression patterns participate in 
common cellular functions, drives a growing body of effort to extract regulatory pathways from 
microarray data [3]. As noted in [4], “partitioning genes into closely related groups has thus 
become the key mathematical first step in practically all statistical analyses of microarray data.” 
The general tenet is that genes encoding proteins participating in a common pathway will display 
correlated expression levels when analyzed at sufficient scale, and that the identities and known 
functions of these genes can be used to highlight existing and assimilate new functional 
information. A number of recent studies validate this concept, demonstrating that genes co-
expressed across multiple conditions are more likely to represent common functions than would be 
expected by chance alone [5-7]. To date the computational methods to extract such patterns lag 
far behind the general agreement about their utility.  
 
Clustering includes a wide variety of algorithms for organizing groups of genes with similar 
expression patterns into a format that is easy to interpret. Virtually all clustering algorithms begin 
with a similarity metric (e.g., Pearson’s correlation coefficient) between the expression levels of all 
pairs of genes in the analysis. There are several important limitations, however, to the vast majority 
of clustering algorithms that lie in contrast to the realities of biology. The clusters produced are 
typically disjoint, requiring that a gene be assigned to only one cluster. Also, most measures of 
similarity used by clustering algorithms do not permit the recognition of negative correlations, which 
are common and meaningful. As an alternative to assigning genes to clusters, the correlation 
matrix of expression data can be converted into a graph consisting of nodes (genes) connected by 
edges (gene-gene correlations). Applying a threshold to the matrix restricts the graph to only those 
edges likely to represent biologically meaningful relationships. The resulting graph (relevance 
network) contains many dense subgraphs of tightly interconnected genesets that represent the 
greatest potential for identifying members of common pathways. Without a systematic means to 
extract the aggregate relationships between multiple genes, however, many of the most interesting 
relationships remain embedded within the sea of correlations. 
 
To remedy this, we have developed a computational approach that exploits graph theoretical 
algorithms to identify comprehensively the tightly connected subsets of genes present in relevance 
networks. In the most extreme case, in which a subgraph contains all possible edges between 
vertices in the subgraph, this structure is called a clique. In terms of gene expression, clique 
represents the most trusted potential for identifying a set of interacting genes [8]. Solving clique, 
however, is an NP-complete problem, and a classic graph-theoretic problem in its own right. We 
have developed novel graph algorithms that employ fixed-parameter tractability and vertex cover to 
solve immense instances of clique efficiently. We have applied these algorithms to identify 
differential gene relationships, that is, gene-gene interactions that are induced or repressed by in 
vivo exposure to low dose ionizing. Six strains of inbred laboratory mice were exposed to 10 cGy of 
X-rays, after which gene expression changes in spleen were profiled using microarrays. We 
employed our graph theoretical-based toolchain for identifying overlapping subsets of genes with 
tightly correlated expression levels, and worked to exploit the biological insight that this method 
provides [9]. 
 
Future Plans 
 
To form a graph from a correlation matrix, a cutoff value, or threshold, must be chosen above 
which an edge connecting two genes is created, and below which the two genes are considered 
unconnected. This decision is of critical importance, as clique results are highly dependent on the 
starting graph. We propose specific study of three possible approaches to thresholding: ontological 
distance, statistical, and graph structure. In all cases, the criterion for successful thresholding will 
be the ability to capture biologically relevant cliques while minimizing cliques with no biological 
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meaning. This raises the question of how “biological meaning” will be defined. This is an issue with 
which all current approaches to extracting co-regulated genes must deal, since too little is known 
about the comprehensive biology of any genome to establish a concrete, proof-of-principle data 
set, especially for higher eukaryotes. In lieu of that, the state of the art is to determine whether 
predicted sets of co-regulated genes map to a common biological function, based on their gene 
ontology (GO) annotation. Therefore we will score the biological meaning of cliques and other 
subgraphs by determining the degree to which they are enriched for specific GO categories. The 
biological accuracy of various thresholds will be determined in part by the degree to which the 
thresholds produce cliques that are enriched for genes with common functional assignments. We 
will use GOTreeMachine [10], a tool created by our colleagues at ORNL, to identify statistically 
significant GO enrichments from dense gene sets. GoTreeMachine returns the statistical 
probability that a set of genes is significantly enriched in one or more GO categories. Using the IR 
data set, each threshold method will be applied, and GO enrichment of generated cliques 
compared. We do not rule out the possibility that using more than one method may be necessary 
in practice. If methods disagree, this may indicate something about the experimental data that 
needs to be reexamined. 

To account for the many sources and varieties of noise inherent in data generated with current 
microarray technology, we will utilize our recently-developed clique relaxation technique to identify 
what we term “paracliques” [11]. Informally, a paraclique is an extremely densely-connected 
subgraph, but one that may be missing a small number of edges and thus is not, strictly speaking, 
a clique. In our application, this corresponds to a very highly intercorrelated group of putatively co-
regulated genes whose transcript expression levels, as reflected in real and surely somewhat dirty 
microarray data, show highly significant but not necessarily perfect pair-wise correlations. Let us 
illustrate, beginning with a clique C of size k, where k is perhaps the size of the largest clique in the 
list. We set a connectivity factor, f, at some value strictly less than k. We also set an edge weight 
bound, b, at some value strictly less than the threshold, t, used to build the correlation graph. We 
now consider each non-clique vertex, v, in turn. We mark v if and only if it is adjacent to at least f 
vertices in C and if and only if the weight of the correlation coefficient on any “missing” edge is at 
least b. (Recall that the coefficients were used to build an edge-weighted graph that was later 
replaced by an unweighted graph via the use of a high-pass filter. Thus the weight of any edge 
missing from the unweighted graph is still available.) After each vertex has been considered, we 
define a paraclique, P, to be the union of C and the set of all marked vertices. We remove P from 
the graph and iterate. 

We will continue the development of our tools using a data set we recently collected that focuses 
on the biological response to in vivo exposure to low doses of ionizing radiation (IR). Accumulating 
evidence suggests that the genes and pathways altered by lower doses are not merely a subset of 
those altered by higher doses [12]. Therefore low dose IR may exert its own unique set of cellular 
responses. Initially we will focus on microarray data from spleens of mice exposed to an acute low 
dose of IR in vivo. These exposures are part of an ongoing DOE-funded project on which Dr. Voy 
is the PI, designed to determine the extent to which varying genetic background alters the 
response to IR as defined by the gene expression profile. Dr Voy’s laboratory has already analyzed 
the spleen and skin data to identify differentially expressed genes, that is, genes with expression 
levels that increase or decrease in response to IR exposure. These data indicate that multiple 
pathways respond to IR. In spleen, for example, differentially expressed gene sets are enriched in 
genes involved in apoptosis, regulation of transcription, and many novel, uncharacterized genes. A 
significant percentage (~ 22%) of genes that are differentially expressed in at least one strain upon 
IR exposure encode products that mediate immunity, suggesting that low doses of IR may initiate 
an immune response.   
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Program Scope

The economic impact of inaccurate predictions is substantial, especially in petroleum industry which
is notorious for its investment with high risk. Ensemble inverse modeling is a fundamental methodology for
model parameter value determination and accurate performance predictions, extensively adopted by reservoir
monitoring, groundwater modeling, weather forecasting, etc. However, ensemble inverse modeling is highly
computing-intensive due to large-scale iterative model simulation and data assimilation.

Grid computing technologies promise large-scale computing and data processing capability with cost
efficiency by cooperating geographically distributed, heterogeneous, and self-administrative resources. Our
efforts focus on developing an easy-to-use grid-enabled framework, which will provide overall performance of
underlying computing facilities to efficiently conduct ensemble inverse modeling. Various applications, such
as reservoir performance studies, groundwater modeling, nuclear waste processing, and hurricane tracking,
will take advantage of this framework. The essential issues to achieve this goal include underlying resources’
computing capability integration, massive data manipulation, effective data assimilation algorithms, and easy-
to-use integrated operating environment.

Recent Progress

A prototype of a grid-enabled framework has been provided to support large-scale ensemble inverse
modeling. We have already identified the workchart of such a framework, implemented an efficient execu-
tion management model for modeling iterations across a grid, developed a data archive tool for massive data
manipulation, implemented Ensemble Kalman Filter (EnKF) to support effective data assimilation, and ac-
complished a grid portal to ease user interaction. These achievements have been used for subsurface modeling
studies.

The framework workchart is illustrated in Figure 1. It is a multi-layer structure. The first layer is
initial dataset collection, including observation (or experiment) data, history data, experience data, simulation
results, and expert interaction. A web interface, i.e., grid portal, is adopted for these inputs. The second

∗Sponsored by U.S. Department of Energy (DE-FG02-04ER46136) and Louisiana Board of Regents (DOE/LEQSF(2004-07)-
ULL), a part of Ubiquitous Computing and Monitoring System (UCoMS) for Discovery and Management of Energy Resources
project.
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layer is grid middleware, which is in charge of data and execution management across a grid. Base model
generation and simulation are conducted by underlying computing resources. Model updating is carried out by
the third layer, which employs various pluggable algorithms (e.g., Genetic Algorithm and EnKF) to analyze
simulation results with the help of realtime/archive dataset. If simulated models are not satisfied, updated
models are generated and further simulations are needed. Otherwise, post processing is used for conclusion
making and/or visualization.
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User 
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/experiment 

Data

Simulation 
results

History 
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Grid Execution 
Management

Simulations Model updating Post processing
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Figure 1: Grid-enabled framework for ensemble inverse modeling.

An efficient execution model across a grid has been presented and implemented. The crucial require-
ment for ensemble inverse modeling is to make decision on whether or not further simulations are needed
based on the results of previous simulation iteration(s). It is a challenging issue to efficiently manage simu-
lation synchronization and multiple iterations within inverse modeling in a grid environment. The dynamic
assignment with task container (DA-TC) execution model has been presented to incorporate grid resources
for each inverse modeling iteration with the following major advantages: 1) Turnaround time of each itera-
tion is significantly reduced due to dynamically load balancing; 2) Execution reliability is upgraded as task
assignment is based on resource runtime status; 3) Execution monitoring and steering is greatly improved.
This execution model is built on existing grid middleware toolkits, such as Condor and Globus Toolkit.

Data management plays an important role, which covers both data collection and model generation.
A GAT-based (Grid Application Toolkit) archive tool has been developed for data collection. It integrates
metadata service and replica logical service for data location with adaptive file transfer capabilities. The GAT
design means that the tool is not tied to any particular service implementation or paradigm, e.g., the GAT can
adaptively choose various data transfer protocols, e.g., gridftp, scp or http. This feature provides flexibility
and portability across different grid environments and options for future extensibility. Once the appropriate
datasets have been staged, structured loadable models are generated, which are used for simulation runs.

As the first pluggable data assimilation algorithm in the framework, an EnKF filter has been imple-
mented. EnKF method is widely adopted in subsurface modeling (e.g., oil reservoir and groundwater studies).
It reduces a nonlinear minimization problem in a large parameter space to a statistical minimization problem
in the ensemble space by changing objective function minimization with multiple local minima. The ensemble
members are loosely organized with independency, which is well suited in a grid environment. Our EnKF
implementation was primarily designed for oil reservoir studies. Combined with grid execution model and
data management mentioned above, it has been used to solve waterflooding problems.
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A grid portal, built on top of GridSphere and GridPortlets, provides the entry point to conduct advanced
reservoir studies, although its long-term goal is a generic interface for ensemble inverse modeling. First of all,
the portal deals with security. A Grid Security Infrastructure certificate is retrieved from a proxy to provide
authentication to access grid resources. Secondly, the portal provides web pages to specify input data sources,
simulator, computation resources, and so on. Then, a user can submit the job and view the results via this
portal.

Future Plans

To accomplish the ultimate goal, i.e., contributing an integrated toolkit with end-to-end service for
various inverse modeling applications, we come up with future plans as follows: 1) enhancing the research and
development on four components of the framework: data manipulation, execution management, data assim-
ilation algorithms, and portal based interaction environment; 2) seamlessly integrating these componenents
into an all-in-one toolkit; 3) providing extensive supports on applications, such as subsurface modeling and
weather forecasting.

Efforts on each component will provide different strategies with common operation interface to adapt
various kinds of applications. For instance, data-intensive and computing-intensive applications need different
execution management mechanisms or configurations. We also need to develop data assimilation algorithms to
meet extensive model inversion requirements. Data management component should allow a user to customize
model generation mechanisms for his/her specific needs.

The upcoming toolkit will be operated by a comprehensive grid portal. This portal encapsulates
the complexity of grid computing and inverse modeling workflow, providing a user a friendly web interface.
Through this portal, a user is allowed to specify dataset sources, specific simulator, computation nature (data-
intensive or compute-intensive), data assimilation algorithms, and other parameters. All components will be
integrated seamlessly into this framework. Once a user launches inversion process, all the other operations
will be transparent to this user.

We also plan to put efforts on application support. Success of a toolkit is decided by its extensive
adoptation. We will work closely with application scientists to facilitate their research as well as promote this
toolkit. Meanwhile, the quality of this toolkit will be improved according to the feedbacks from application
community.
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Program Scope

Complex ferroelectric oxides are key materials for actuators, sensors, and energy storage.

They are specifically relevant to the Department of Energy’s missions in energy efficiency and

transportation technology, as dielectrics in capacitor components used in power distribution

systems. However, the ferroelectric, dielectric and electromechanical properties required for

a specific application are not always available in a pure perovskite material. This has led

to considerable interest in tuning towards a desired behavior via nanostructuring of ferro-

electrics, including epitaxial heterostructures, superlattices and three-dimensionally confined

ferroelectric nanodots. The main objective of that award is to develop a research program

aimed at determining and understanding properties of ferroelectric nanostructures. To reach

it, we want to develop and use first-principles-based schemes, as well as collaborate with

well-known experimentalists (e.g., Dr. Streiffer’s group at ANL).

Recent Progress

Examples of recent progress are given below:

1) Atomistic approach for computing depolarizing energy in low-dimensional ferroelectrics.

An atomistic approach allowing an accurate and efficient treatment of depolarizing energy

and field in any low-dimensional ferroelectric structure was developed. Application of this

approach demonstrates the limits of the widely used continuum model. Moreover, imple-

mentation of this approach within a first-principles-based model revealed an unusual phase

transition – from a state exhibiting a spontaneous polarization to a phase associated with a

toroid moment of polarization – in a ferroelectric nanodot for a critical value of the depolar-

izing field. The use of this approach also explained the dependency of the dipoles’ patterns

on the nanostructure’s dimensionality and boundary conditions.

2) Domain evolution in ferroelectric ultrathin films. A first-principles-based method was

used to reveal the electric-field-induced evolution of the recently discovered 180 degrees
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stripe domains [1] in ultrathin films. This evolution involves (i) the lateral growth of ma-

jority dipole domains at the expense of minority domains with the overall stripe periodicity

remaining unchanged; (ii) the creation of surface-avoiding nanobubbles via the “breaking”

of minority stripe domains; and (iii) the formation of a single monodomain state.

3) Phase diagrams of epitaxial ultrathin films and superlattices. A first-principles-based

scheme was developed for (BaxSr1−x)TiO3 systems. This method was used to determine

the phase diagram of epitaxial (001) BaTiO3 ultrathin films and of (001) BaTiO3/SrTiO3

superlattices of different periods. In particular, the effects of surface/interface, thickness and

electrical boundary conditions on the temperature-misfit strain phase diagrams of thin films

were revealed. We further found that short-period superlattices exhibit a phase diagram that

resemble that of (001) BaTiO3 thin films under short-circuit-like conditions, while original

domain patterns with unusual atomistic features occur in the long-period superlattices.

4) Ferroelectric nanodots: properties and applications. A first-principles-based approach

was used to show (i) that stress-free isolated ferroelectric nanodots under open-circuit-like

electrical boundary conditions maintain a vortex structure for their local dipoles when sub-

ject to a transverse inhomogeneous static electric field, and, more importantly, (ii) that such

field leads to the solution of a fundamental and technological challenge, namely an efficient

control of the direction of the macroscopic toroidal moment. Moreover, different phases

were predicted in nanodots that are embedded in a polarizable medium, depending on the

ferroelectric strengths of the material constituting the dot and of the medium. In particular,

novel states, exhibiting coexistence between two kinds of order parameters or possessing a

peculiar order between dipole vortices of adjacent dots, were discovered.

Future Plans

We will continue to look for novel and technologically-important effects in ferroelectric

nanostructures, and, in particular, determine how atomic ordering and size-effects affect

their dielectric loss in the GHz-THz regime.
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Program Scope 

 Wind generated electricity is a variable resource. Hydrogen can be generated via 
electrolysis as an energy storage media and fuel, but is costly.  Advancements in power 
electronics and system integration are needed to make electrolysis a more viable system.  
Therefore, the long-term goal of the efforts at the University of North Dakota is to merge wind 
energy, hydrogen production, and fuel cells to bring emission-free and reliable power to 
commercial viability.  The primary goals include 

1. Expand system models as a tool to investigate integration and control issues. 
2. Examine long-term effects of wind-electrolysis performance from a systematic perspective. 
3. Collaborate with NREL to design, integrate, and quantify system improvements by 

implementing a single power electronics package to interface “wild” AC to PEM stack DC 
requirements. 

The specific objective includes modeling, simulation and verification of wind to hydrogen energy 
system with proton exchange membrane (PEM) electrolyzer using Renewable energy Power 
system Modular Simulator (RPM-Sim). 

Recent Progress 

 A primary accomplishment was completion of electrolysis and fuel cell test facility which 
provided the capability to perform the heart of the proposed experimental work. The experimental 
facilities to address Goal 2 have been completed.  The system is designed around a 6-kw PEM 
electrolysis stack that was purchased from Proton Energy Systems.  Current work has focused on 
gathering fundamental information for understanding and optimizing electrolyzer performance.  
The impact of system operating temperature on key operating parameters within the stack has 
been investigated. On the system level, a new hydrogen drying system and electrochemical 
compression are being studied. 

 Independent PEM electrolyzer and fuel cell models have been developed in a format 
compatible with RPM-SIM.  These models have been integrated into NREL’s existing RPM 
model using a new inverter module developed at UND. Case studies are being analyzed to 
identify issues associated with close coupling these systems.  Results are also being used as input 
to develop improved power control systems. 

 We were not able to obtain a permit form the city to install the17.5 kW wind turbine that 
was donated to the UND School of Engineering and Mines on the UND campus.  Therefore, we 
will not use the wind turbine as a part of this project. 

 One of the deliverables that were stated in our original proposal is to develop a detailed 
model that is compatible with NREL’s RPM-Sim software for performance studies of PEM Fuel 
cells and electrolysis units in hybrid networks. The model has been developed in the VIS-Sim 
programming environment. In addition to working with RPM-SIM, this model also has the 
capability to run independently for PEM fuel cell and electrolysis studies under different 
operating conditions of temperature, pressure and humidity.  Modeling results for the fuel cell and 
electrolysis modules were summarized in previous reports. Work during the last year integrated 
the fuel cell model with a wind turbine, diesel engine, and village load.  
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 The UND PEM electrolysis system is 
designed to allow the precise control over 
operating temperature, hydrogen system 
pressure, water resistivity, water flow, stack 
current and safety. A temperature control unit 
(chiller) controls the inlet DI water temperature 
thereby providing control of the operating 
temperature of electrolyzer. This system is 
designed to allow higher temperature testing by 
maintaining DI water temperature with the 
chiller while using a heater provided in oxygen-
water phase separator. Early work focused on 
operating temperature to provide data that can 
allow peak efficiency to be obtained regardless 
of operating current.  This will be beneficial in variable power sources such as renewable energy. 
As shown in figure 1, for a given current, voltage drops as temperature increases. This increases 
stack efficiency as activation and ohmic losses (irreversible potentials) are reduced. At higher 
temperature the stack produces more hydrogen at a given current. 

 A number of studies have been performed on the Ballard Power Systems 1.2 kW PEM 
fuel cell. To investigate the performance of 1.2 kW PEM fuel cell stack, electrochemical 
impedance spectroscopy (EIS) studies were performed using a frequency response analyzer. We 
investigated the response of the PEM fuel cell in the presence of large amplitude test signals, up 
to and including amplitudes higher than the direct current drawn from the fuel cell, requiring a 
current reversal. At both high and low frequencies the size of the amplitude of the test signal 
resulted in noticeable variation in the impedance of the fuel cell. Results from these ongoing 
studies are being used to develop equivalent circuit models for analysis of voltage stability, short 
circuit conditions, transient responses, power quality, protection schemes, and optimizing 
dynamic operational performance. Several control algorithms are employed in fuel cell systems 
for protection and to enhance the quality of power generated. An investigation of the cathode 
purge process showed that for the Ballard NexaTM, the cathode purge results in a voltage change 
of 0.08 V per cell within the load range studied. This results in a sudden change of 9% in voltage 
when the fuel cell is not loaded. If the fuel cell is loaded this percentage increases. The shape of 
the decay curve changes with the loading on the fuel cell.  

 Assuming all cells in a stack behave 
alike simplifies modeling efforts, allowing 
single cell models to be utilized to represent 
stack performance. However, based upon 
transport and other considerations that occur at 
the stack level some variance can be accepted. 
Ten cells were taken at different locations in the 
stack and the impedance data measured. It was 
found in the Nyquist and Bode magnitude plots 
that the membrane resistances were unchanged. 
However, the activation resistance had changed.  
Identifying and understanding the differences 
between the cell and stack level will provide 
designers information to help identify which 
design aspects can result in the most significant 
improvement. Improving membrane and 
electrode porosity, developing better catalysts 

Figure 1.  Characteristic curves at constant cathode 
pressure (165 psi) at temperature from 10 °C to 60 °C.  
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and improving channel design will minimize 
losses and improve efficiency.  

 A study was conducted on the charge 
transfer coefficient (CTC) of the oxygen electrode 
(anode) of a 6kW PEM electrolyzer stack to 
determine its temperature dependence. Studies at 
UND found that variation of CTC from the 
symmetry factor is significant enough to impact 
the estimation of the activation overpotential. 
Figure 3 shows the variation of the anode charge 
transfer coefficient with temperature. Clearly there 
is an upward trend with temperature which could 
be the result of reaction modification or changes in 
electrode properties with temperature. The behavior of the CTC shows that the better 
performance observed for the electrolyzer stack at higher temperatures is not solely reliant on the 
increased membrane conductivity but also depends on the CTC. The upward trend observed in 
the value of the CTC is an indication that the kinetic characteristics improved as well with 
temperature. 

Future Plans 

ESI Studies of Electrolyzer: Very little work has 
been performed using EIS to analyze PEM 
electrolysis stacks because power supplies of 
required rating lack the wide frequency bandwidth 
required to conduct full range EIS studies.  The 
primary limitation is a power system able to 
generate the high level of DC required to run the 
electrolysis stack at full load (140 A at 50 Volts) 
while applying the test signal (10 A at 0.01 to 20 
kHz) required to perform the EIS analysis.  
Existing systems are typically restricted to either 
low current applications at the required frequency, 
or low frequency at the required current. Figure 4 
shows the basic EIS experimental set up.  A 
prototype of this system has been tested for a base 
DC up to 1A with AC signals up to 0.02 A and 
300-4000Hz superimposed on the DC. The system generated output with no visual distortions 
over this frequency range.  Our group plans to scale this system using their existing 200 A DC 
power supply and the Solartron frequency response analyzer currently being procured.   

Hydrogen Dew Point Control System:  An adsorption drying system is generally used to 
remove water vapor from the hydrogen product gas.  They can achieve a dew point of -65 °C, or 
less than 5 parts per million (ppm) water vapor, in the hydrogen product gas (99.9995% pure 
hydrogen).  The two-tube desiccant system uses one tube at a time to dry the hydrogen from the 
PEM stack.  At full operating current an orifice at the top of the drying assembly diverts roughly 
10% of the dried hydrogen down the opposite tube to remove the adsorbate from the adsorbent.  
An alternative method to reduce and control the dew point of the hydrogen gas has been 
developed.  Thermoelectric coolers (TECs) are used to cool saturated hydrogen gas as it travels 
through a large-surface-area cold plate, allowing the water vapor to condense in Stage 1 and 
sublime in Stage 2. The experimental system is currently being assembled at UND and details and 
results will be presented in open literature soon. 
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Figure 3: Variation of anode CTC with temperature. 

Figure 4. Prototyped EIS experimental schematic to be 
scaled up for proposed work. 
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The following major papers, reports, and presentations have been given to disseminate the 
results of this work 
 
• Semi-Empirical Model for Determining PEM Electrolyzer Stack Characteristics, Harrison, K., 

Pacheco, E.H., Mann, M.D., and Salehfar, H., J. of Fuel Cell Science and Technology, 
2006,3,220-223 

• An Advanced PEM Fuel Cell Performance Prediction Model, Pacheco, E.H.; Biaku, C.; Peters, 
A.; Salehfar, H.; Mann, M.D., Journal of Power Sources, 2006, (in review) 

• Addressing System Integration Issues Required for the Development of a Distributed Hydrogen 
Energy System, Harrison, K.; Mann, M.D., Salehfar, H., Abstract and presentation at AWEA 
Conference, Pittsburgh, PA, June 4-7, 2005. 

• Modeling of a PEM Fuel Cell Performance, Biaku, C., Pacheco, E.H., Peters, A., Harrison, K., 
Mann, M.D., Salehfar, H., Poster presented at Living the Life of the Mind – Fourth Annual 
Scholarly Activities Forum, Grand Forks, ND, March 22-24, 2005. 

• Addressing System Integration Issues Required for the Development of a Distributed Hydrogen 
Energy System, Mann, M.D., Salehfar, H., Harrison, K., Biaku, C., Peters, A., Dale, N., 
Abstract at the 2005 DOE EPSCoR Conference, Morgantown, WV, June 12-14, 2005 

• A Semi-Empirical Study of the Temperature Dependence of the Anode Charge Transfer 
Coefficient of a 6-kW PEM Electrolyzer, Biaku, C.Y.; Dale, N.V.; Mann, M.D.; Peters, A.J; 
Salehfar, H.; Han, T., Int. Journal of Hydrogen Energy, 2007, in review 

• Rational Approximations, Pacheco, E.H., Mann, M.D., Journal of Power Sources 2004 128 (1): 
34-44 

• Dynamic Scheduling of Wind Energy for Hydrogen Production by Electrolysis, Peters, R.R., 
Stevens, B.; Mann, M.D.; Salehfar, H., Proceedings of 37th North American Symposium, 
October 23-25, 2005, Ames, IA 

• Dynamic Model Development of a Fixed Stall control Wind Turbine as Start-Up, Peters, R.R.; 
Muthumuni, D.; Bartel, T.; Salehfar, H.; Mann, M., Proceedings of 2006 Power Engineering 
Society General Meeting, June 18-22, 2006, Montreal, Canada 

• Electrolysis:  Information and Opportunities for Electric Power Utilities, Kroposki, J.; Levene, 
J.; Harrison, K.; Sen, P.K.; Novachek, F., NREL/TP-581-40605, September 2006 

• Addressing System Integration Issues Required For The  Development of a Distributed Wind-
Hydrogen Energy System, AWEA WINDPOWER Conference May,2006 

• PEM Electrolysis Hydrogen Production System Design For Improved Testing And 
Optimization, Dale, N.V., Biaku, C.Y., Mann, M.D., Salehfar H., NHA Annual Hydrogen 
Conference, San Antonio, March 2007 (Poster also) 

• Electrochemical Compression Of Product Hydrogen From PEM Electrolyzer Stack, Dale, 
N.V., Biaku, C.Y., Mann, M.D., Salehfar H., NHA Annual Hydrogen Conference, San Antonio, 
March 2007 (Poster also) 

• Analysis of Impedance Data of a Partially Loaded 1.2 kW PEM Fuel Cell Stack, Biaku, C.Y., 
Dale, N.V., Mann, M.D., Salehfar H., NHA Annual Hydrogen Conference, San Antonio, March 
2007 (Poster also) 

• Electrochemical compression of hydrogen from renewable wind-PEM electrolysis generation 
systems, Dale N.V., Biaku, C.Y., Mann, M.D., Salehfar H., AWEA WINDPOWER Conference, 
Los Angeles, June 2007 (Poster also) 

• A Study of Low Pressure Fuzzy Logic Wind Hydrogen System for Off-Grid Applications, Biaku, 
C.Y., Han, T., Mann, M.D., Salehfar H., AWEA WINDPOWER Conference, Los Angeles, June 
2007 (Poster also) 

• Power Electronics for Interfacing of Wind Turbine and Electrolyzer for Hydrogen Generation, 
Peters, A.J., Biaku, C.Y., Dale, N.V.,  Salehfar H., Mann, M.D., AWEA WINDPOWER 
Conference, Los Angeles, June 2007 (Poster also) 

63



Zhiqiang Mao, Tulane University   

Novel Quantum Phenomena in Layered Ruthenates 
 

Zhiqiang Mao 
zmao@tulane.edu 

                             Physics Department, Tulane University, New Orleans, LA 70118 
 
Program Scope 
 

Strongly correlated oxides have been the subject of intense study for the last two decades. 
Many of these materials exhibit exciting new properties and enhanced functionality: examples 
include high temperature superconductivity in cuprates and colossal magnetoresistance in 
manganites. Recently, perovskite-related ruthenates have become a new focus within this field. 
They exhibit a rich variety of fascinating ordered ground states, unprecedented for a transition 
metal oxide series. Spin-triplet superconductivity, metamagnetic quantum criticality, itinerant 
ferromagnetism, antiferromagnetic Mott insulating, and half-metallic behavior were all found in 
close proximity to one another. These diverse ground states originate from the strong interplay of 
charge, spin, lattice, and orbital degrees of freedom.  They offer a unique opportunity to tune the 
system and study the physics of novel quantum phases. Since the active lattice and orbital 
degrees of freedom can lead to giant responses to small perturbations, the ground state properties 
of the ruthenates are extremely sensitive to impurities. Controlled studies of new phases require 
samples of exceptionally high quality. This project aims at searching for novel quantum 
phenomena in ruthenate materials using “superclean” high-quality single crystals, grown by the 
floating-zone technique, and investigating the underlying physics.  
 
Recent Progress 
 

We observed exciting properties in multi-layered ruthenates Sr4Ru3O10 and Sr3Ru2O7 in 
our early studies. Sr4Ru3O10 shows a ferromagnetic transition at Tc ≈ 100 K; followed by a 
second transition at T* ≈ 50 K [1]. Below T*, a first order metamagnetic transition is induced by 
an in-plane magnetic field. Our experiments revealed that this metamagnetic transition occurs via 
a phase separation process with magnetic domain formation [2,3] (see Fig.1a) This phase 
separation process results in very unusual transport properties: a) the magnetoresistivity shows 
switching behaviors; b) the resistivity displays non-metallic temperature dependence within the 
transition region which is in sharp contrast with the Fermi liquid ground state outside the 
transition region. This work was published in Physical Review Letters 96, 077205 (2006). 
Recently, we made a remarkable progress in understanding why the in-plane magnetic field can 
induce such a metamagnetic transition in the ferromagnetic ground state [3,4]. We performed 
systematic electronic and magnetic property measurements on Sr4Ru3O10 under high magnetic 
fields and different field orientations in collaboration with Dr. Luis Balicas’ group at National 
High Magnetic Field Lab and Dr. Salamon’s group at University of Illinois at Urbana-
Champaign. We observed evidences for the Fermi surface reconstruction (see Fig. 1b) and a 
transition from two-fold to four-fold symmetry in the in-plane anisotropy of magnetoresistivity across 
the metamagnetic transition (see Fig. 1c). These results suggested that the metamagnetism in 
Sr4Ru3O10 is orbital dependent; ferromagnetic and metamagnetic bands coexist. This finding 
provides important information for the study of orbital-related physics. A part of these results 
have been published in Physical Review B 75, 094413 (2007) and 75, 094429 (2007). In 

64



Zhiqiang Mao, Tulane University   

addition, we performed neutron scattering measurements on Sr4Ru3O10 single crystals in 
collaboration with Wei Bao at Los Alamos National Laboratory. We have found preliminary 
evidences that the metamagnetic transition in Sr4Ru3O10 involves a structure phase transition.  
                                                                                                
                                                        
 
                 (a)                                                                                                                                                                                        

 
 
 
                                                        
 
 
 

                                                                                                                                                                                                    
Figure 1: (a) Contour plot of in-plane resistivity as a function of magnetic field (//ab-plane) and temperature. LP: 
lowly polarized phase; FFM: forced ferromagnetic phase; MIX: mixed phase; TF:  Fermi liquid temperature. The 
reistivity shows a non-metallic temperature dependence in the mixed phase area marked by red dashed lines. Left 
inset illustrates ferromagnetic domains of the uniform LP phase; right inset shows the coexistence of the 
ferromagnetic domains of the LP phase and FFM domains (marked by the black arrows) [3]. (b) Top panel: The 
SdH signal (σ-σb)/σb, where σb=1/ρb is the background conductivity (the field is aligned at 12 degree relative to the 
c-axis; the metamagnetic transition field with this field orientation is about 34 T). Bottom panel: FFT spectrum of 
the oscillatory component of ρzz for fields above and below 34 T [4]. (c) In-plane angle dependence of the 
magnetoresistance. A two-fold to four-fold symmetry transition in the in-plane anisotropy was observed across the 
metamagnetic transition. The curves at 1T and 1.95 T are shifted for clarity.  
 
 Sr3Ru2O7 shows a metamagnetic quantum phase transition [5,6]  We previously 
performed tunneling studies on Sr3Ru2O7 to study its Fermi surface properties near the quantum 
phase transition. We observed unusual oscillations in tunneling magnetoresistance. Systematic 
investigation of this feature suggests that it likely originates from unusual surface electronic 
states, which strongly couple with applied magnetic field. In addition, we have studied the 
magnetic ground state properties of Sr3Ru2O7 through Ti doping. Our results reveal that small 
amounts of Ti suppress the characteristic peak in magnetic susceptibility near 16 K and result in 
a sharp upturn in specific heat. The metamagnetic quantum phase transition and related 
anomalous features are quickly smeared out by small amounts of Ti. These observations provide 
strong evidence for the existence of competing magnetic fluctuations in the ground state of 
Sr3Ru2O7.  
 
Future plans 
 

As discussed above, Sr4Ru3O10 is of particular interest; it is an ideal system to study novel 
physics associated with metamagnetic behavior, electronic inhomogeneity, orbital ordering, 
orbital dependence of magnetic interaction, and spin-lattice coupling. We will perform the 
following research to further clarify its underlying physics:   
• Make larger Sr 4Ru3O10 single crystals and carry out further neutron scattering 
measurements on this material through collaboration with Dr. Bao to systematically investigate 
the characteristics of the structure transition near the metamagnetic transition and identify its 
magnetic structure.    
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• Investigate orbital ordering properties of Sr 4Ru3O10 using a resonant x-ray scattering 
technique in collaboration with Dr. Islam at Argonne National Lab. Sr4Ru3O10 shows strong 
magnetoelastic coupling [7] and its metamagnetic transition is likely to involve suppression of 
orbital ordering, so structure studies under magnetic field for this material is highly desired. 
Resonant x-ray scattering is an ideal technique to probe orbital ordering since it is directly 
sensitive to the anisotropy of the orbitals of the resonating atom.  
•   Perform both in-plane and out-of-plane electronic transport measurements on ultra-pure 
Sr4Ru3O10 crystals to further characterize the effect of domain structure on transport properties. 
Our current measurements have focused on in-plane transport properties. We have not made any 
measurement on the out-of-plane transport properties near the metamagnetic transition. A natural 
extension of the current work is to systematically investigate the dependence of 
magnetoresistivity steps on field orientation. We plan to carry out this measurement by adding a 
rotating sample stage to our existing 3He cryostat. Such studies may provide information on the 
orientation of magnetic domains.  

The unusual oscillations seen in the tunneling magnetoresistance of Sr3Ru2O7 suggests 
that the surface of this material may have unusual electronic states, which couple with applied 
magnetic field. Further investigation on this phenomenon may reveal a novel quantum phase. We 
will perform the following studies on this material to clarify its underlying physics.  
• Carry out systematic tunneling measurements on junctions prepared on differently 
oriented crystallographic surfaces. Tunneling measurements on precisely oriented crystals will 
allow us to systematically study the anisotropic properties of this oscillation behavior.  
• Measure the dependence of the oscillation on field orientation. A striking difference in 
oscillation pattern between H//c and H//ab has been observed, which implies that the oscillations 
depend on field orientation. The most direct way for probing the field orientation dependence of 
the oscillation is to perform the measurement on the same junction at the same cooling-down 
with a rotator. We will perform this measurement by adding a rotating sample stage to our 
existing 3He cryostat.   
•  Extend the tunneling measurements to higher field. If this oscillation is truly associated 
with critical fluctuations, the oscillation behavior is expected to diminish when the applied field 
is well above the critical field (~8 T). This measurement will be performed in collaboration with 
Drs. Luis Balicas at NHMFL.  
• Characterize the surface electronic and magnetic properties of pure and Ti-doped 
Sr3Ru2O7 using soft x-ray resonant magnetic scattering (SXRMS) through collaboration with Dr. 
Ederer. Our group has investigated the effect of nonmagnetic Ti4+ impurities on the bulk 
electronic and magnetic properties of Sr3Ru2O7. We observed evidence that both 
antiferromagnetic (AFM) and ferromagnetic (FM) fluctuations coexist in the ground state of pure 
Sr3Ru2O7. Small amounts of Ti doping quickly suppresses the AFM correlations, leaving the 
system in a state dominated by FM correlations [8]. More interestingly, we found that Ti-doping 
suppresses the oscillations in the tunneling magnetoresistance; no oscillations were observed 
when the doping level is above 0.1%. Systematic comparison of surface electronic and magnetic 
properties between pure and Ti-doped Sr3Ru2O7 might provide insight into the mechanism of this 
new phenomenon.  
• Carry out systematic scanning tunneling microscope (STM) and X-ray photoelectron 
spectroscopy (XPS) measurements on both pure and Ti-doped Sr3Ru2O7 samples in collaboration 
with Dr. Diebold.  

66



Zhiqiang Mao, Tulane University   

 •  Use orbital-resolved soft x-ray absorption (SXAS) and soft x-ray emission spectroscopy 
(SXES) to study the electronic band properties of Sr2RuO4, Sr3Ru2O7, and Sr4Ru3O10 through 
collaboration with Drs. Ederer and Freeland. 
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Program Scope 
 
The Homestake Mine in western South Dakota is being considered as a site for a Deep Underground 
Science and Engineering Laboratory (DUSEL).  Many of the physics, geosciences, and geomicrobiology 
experiments in the facility will be funded by DOE and will benefit the missions of this agency.  In support 
of these programs, physics faculty in South Dakota and scientists at Lawrence Berkeley National 
Laboratory (LBNL) have been working together to establish a multidisciplinary research cluster to 
provide baseline characterization for physics and geosciences/geomicrobiology experiments at the 
Homestake Mine through an Ultra-Low Background Counting Facility, including gamma-ray and radon 
measurements. The proposed project utilizes two low-background germanium detectors with massive 
shielding underground to carefully analyze the materials for low background experiments.  Those low 
background experiments, such as ββ decay [1-3], solar neutrino [4], geoneutrino [5], and dark matter [6-
7], must control the purity of all the materials used in the construction of the detector.  In the majority of 
materials around us, the level of 238U and 232Th is on the order of 0.1 – 1 part per million.  For the next 
generation of low background experiments, the purity of the materials in the detector needs to be at a 
level five orders of magnitude smaller or 1 – 10 parts per trillion for 238U and 232Th contamination.  
Measuring such low counting rates is a very challenging task that will be best accomplished by using 
large (~3.3 kg), high purity germanium (HPGe) detectors, which have recently become commercially 
available in sufficiently large sizes. Because of their extremely high purity, outstanding energy resolution 
and high detection efficiency, the low background HPGe detectors can provide the screening 
measurements with sensitivity at the necessary level at a deep underground laboratory. As applied in the 
detection of double-beta decay to excited states, our simulations show that with two low background 
detectors placed face to face, a few isotopes (76Ge,130Te and 82Se, etc) can be measured with a half life of 
~ 1023 years.  Theoretical estimates of double beta decay to excited states for those isotopes should be 
around a half life of ~1022

 
years.  Thus, it is likely this would be the first experiment to detect this decay 

and to extract experimentally the Nuclear Matrix Element (NME) values for those isotopes. In the worst 
case scenario, we will set the world’s best limit on this process.  
 
Recent Progress 
 
A powerful ultra-low background counting facility for material screening is crucial to the success of many 
DUSEL underground experiments dealing with extremely rare-occurring processes that are of great 
scientific importance. In order to reach the ultimate sensitivity (e.g. in dark matter searches and nuclear 
double beta-decay), only materials with the lowest possible radioactive impurity can be used in 
fabricating the experimental devices, and the entire experiment must be located in a deep underground 
site. The US high energy and nuclear physics communities have indicated a strong intention to play a 
leading role in future neutrino and dark matter experiments as part of the DUSEL program. It is clear that 
in order to fulfill this exciting mission it is necessary to have an advanced and deep underground ultra-
low background facility to support the construction and R&D efforts of the approved and/or proposed 
projects. The Homestake Mine, home to the first solar neutrino experiment, provides an excellent 
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opportunity to host DUSEL, as well as the required ultra-low background laboratory facility. Indeed, due 
to the depth of the mine, this facility may become the world’s most advanced low background counting 
facility and will draw international collaborators interested in low background measurements. The facility 
can be made self-sufficient after development, with an operating budget which pays for itself out of user 
fees to a broad community of end-users, which may include among others the public health sector, 
homeland security, environmental monitoring, geomicrobiology, isotope geology, ancient 14C dating, and 
semiconductor manufacturers. LBNL is leading DUSEL at Homestake and other DUSEL related physics 
projects such as double-beta decay, low-energy neutrinos, and dark matter experiments.  The facility will 
also provide a convenient conduit for present and future South Dakota physics faculty to directly support 
and participate in experiments at Homestake. In addition to low background counting, detectors in this 
facility can also be used to perform important physics experiments, such as studying the nuclear double-
beta decay to excited-state process, a topic which has recently drawn both strong experimental and 
theoretical interests. Experimentally, it is a great advantage to be able to detect unambiguously the 
gamma-rays from the de-excitation of the daughter nucleus to its ground state, as proposed in our method. 
One can also differentiate between the right-handed current and the mass mechanism mode by this 
measurement, as the former will be enhanced and the latter highly suppressed. The measurement will also 
allow one to check the validity of the various theoretical models used in performing NME calculations for 
double beta-decay (e.g. those based on quasi-particle random–phase approximation (QPRA)) which have 
claimed that the results will depend only weakly on the actual nuclear structural parameters. The outcome 
of this measurement can also contribute to our knowledge about nuclear structure in this mass region as a 
whole, and possibly can support and extend the predictive power for some of the theoretical models. In 
summary, the success of the Early Implementation Plan and a potential Homestake DUSEL, in 
partnership with LBNL and operated in South Dakota will benefit greatly from such an ultra-low 
background counting facility.  LBNL scientists and South Dakota physicists will build a close working 
relationship because of this facility. 
 
3. Future Plans 
 
The goals and objectives may be accomplished through the completion of four significant tasks, which are 
summarized below.  
Task 1: Implementation of a Database of the background components inside the Homestake deep 
underground sites: Characterization of the environmental background components (in particular 
neutrons, gamma-rays, muons, and radon contamination in the air and in the water) in different levels at 
the Homestake Mine is an important first step in opening the facility to physics experiments.  Existing 
information will be collected, coordinated, and analyzed.  Subsequently, a campaign of new relevant 
measurements in the different levels will be initiated with the aim of covering missing data, and resolving 
possible inconsistencies. This is particularly important for the neutron and gamma-ray background 
components. Different techniques and detectors will be employed and results compared.  This will allow 
development of a consistent database of the relevant background components in different levels.  
Equipment capable of measuring neutrons and radon will be acquired for preliminary screening at the 300 
ft level.  A continuous radon measurement will be carried out at the 4850 ft level using silicon photodiode 
detectors [8]. 
Task 2: Development of a standard library of background simulation codes:  Building on the work 
done in Task 1, reliable and well-tested Monte Carlo simulation codes will be developed to identify and 
quantify the components of the background in a variety of experiments and of the typical backgrounds in 
underground sites.  From this, a coherent library of codes will be developed for users of the different 
laboratory levels, which will be necessary for the design of the underground experiments.  This research 
effort will contribute to an exchange of information and optimize the expertise among the different 
participants.  The simulation codes will also contribute to the interpretation of additional data collected in 
Task 1. Thus, Task 1 and Task 2 are complementary efforts.  In addition to personnel costs, an upgrade of 
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computing infrastructures will be required for hosting the libraries, implementing a common access to the 
libraries, and providing a mirroring system for the libraries. 
Task 3: Construction of the Homestake Ultra-Low-Background Counting Facilities: This task is the 
primary goal of this proposal and will significantly strengthen the research infrastructure in South Dakota. 
This facility will include a development of background rejection techniques, active and passive shielding, 
veto systems, atmosphere control systems to reduce radon levels, pulse shape discrimination techniques, 
and low background detectors.  The deliverables of this research activity will be a worldwide value and 
coordinated system of US facilities for ultra-low background measurement applications in rare event 
physics and in other fields such as environmental physics and geophysics.  Figure 1 shows a conceptual 
design of the ultra-low background facility. 

                

 
 
Fig. 1 Conceptual Design of Low-Background Counting Facility.  Configuration on the left is used 
for materials screening.  Configuration on the right is used for double-beta decay to excited states 
experiments.  
 
Task 4: Detection of double beta decay to excited states for several isotopes: The decays of interest 
include: (1)76Ge(ββ2ν)76Se(01

+); (2)100Mo(ββ2ν)100Ru(01
+); (3)130Te(ββ2ν)130Xe(01

+); and 
(4)150Nd(ββ2ν)150Sm(01

+).  The deliverable of this research activity is a better understanding of double 
beta decay schemes for various isotopes and a constraint on the uncertainty of the theoretical calculations 
for nuclear matrix elements for neutrinoless double beta decay.   
 
We will adopt a phased approach to build this Ultra-low Background Counting Facility at Homestake.   In 
Phase I (years 1-3 and funded by this proposal), the planned counting facility will consist of a clean room, 
γ-rays shield, neutron shield, radon measurement, two low background detectors, and a data acquisition 
system.  The scientific objectives in Phase I are (1) to measure the environmental backgrounds and 
characterize the experimental site for incoming DUSEL experiments; (2) to screen the materials that will 
be used for DUSEL low background experiments; (3) to help maintain homeland security by monitoring 
events potentially associated with nuclear terrorism and nuclear accidents; and (4) to detect double beta 
decay to excited states for several isotopes. The technical goals in Phase I are (1) to count the 
contamination of 238U and 232Th in a level of 10-12 

g/g for various materials and (2) to characterize the 
materials that will be used for incoming experiments of DUSEL.   

If Phase I is funded, the counting facility will be upgraded by building an ultra-pure water pool to further 
shield muon-induced neutrons from rock, adding two low background detectors to enhance the detection 
efficiency for counting various isotopes, and adding α/β counters which are essential to the material 
surface contamination counting for double beta decay and dark matter experiments in Phase II (years 4 – 
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6). In this phase of the project, the sensitivity will be increased by a factor of at least 10 
compared to Phase I.  
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Program Scope

Solar energy is our major long-term renewable energy source, and photovoltaic devices are the most direct way of
converting solar energy to electricity. The demand for solar energy has grown steadily over the past 20 years with
growth rates of 20-25% per year, reaching a production level of 427 MW in 2002. Despite fifty years of research and
innovation with concomitant reductions in the price of silicon-based photovoltaic devices, semiconductor photovoltaics
still account for a small fraction of total world energy production, in large part because of the high costs of process-
ing silicon-based semiconductor devices. Organic semiconductors represent a less expensive alternative to inorganic
semiconductors such as silicon. Conjugated polymers are attractive as alternative semiconductors for photovoltaic
cells because they are strong absorbers and can be deposited on flexible substrates at low cost. Photovoltaic devices
based on organic, carbon based nanostructures offer the possibility of developing low cost, easily processed thin films
of polymeric materials which function as photovoltaic materials. Such devices can be competitive with other sources
of energy if power efficiencies of the order of 10% can be obtained.

One major approach for efficient polymeric photovoltaic cells lies in the use of bulk heterojunctions, which mix two
different organic polymeric materials which act as donor and acceptor semiconductors. In these bulk heterojunctions
the donor polymer typically acts as the light absorber, creating an electron-hole pair and then donating the excited
electron to the acceptor polymer. A deep theoretical understanding of the physical processes at work in these materials
will require a knowledge of the electron states near the Fermi level for both the donor and acceptor. Our DOE
EPSCoR research program will use first-principles electronic structure methods to study the electronic properties of
these materials.

Materials with extended, delocalized π-electron systems, such as carbon nanotubes and conjugated polymers, are
of particular interest for solar photochemistry applications. Organic photovoltaic devices based on blends of single-
walled carbon nanotubes (SWNTs) and soluble poly(3-octylthiophene) (P3OT) have been reported with open circuit
voltages of 0.7-0.9 V. (1–4) One of the most critical problems of photovoltaics is improvement of the photoinduced
charge separation, which is frequently limited in polymer optoelectronic materials because of the low exciton diffusion
length. It was proposed that the photovoltaic response of these devices was based on the introduction of internal
polymer/nanotube junctions, which in turn allowed enhanced charge separation in the composite as a result of
photoinduced charge transfer from the P3OT to the SWNT with good transport properties.

This project is part of our research group’s long-range research program in the electronic and structural properties
of low-dimensional materials. The aim of our current DOE EPSCoR program is to use forefront computational tools
to study the electronic structures of potential photovoltaic polymers and carbon nanotube structures, with the goal of
providing characteristic data for these materials that will be of use to experimentalists and other theorists in developing
better bulk heterojunction photovoltaic devices. Our specific goals for this project include carrying out first-principles
simulations for a range of conjugated polymer donor systems and carbon nanotube acceptor systems, investigating
possible low band-gap donor systems, and using results from our first-principles band structure simulations as input
to calculations of the electron and hole transport properties in nanostructured materials. This work will be carried
out in collaboration with the Computational Chemical Sciences (CCS) Group at Oak Ridge National Laboratory,
which has active programs in computational studies of nanoscale materials.

Recent Progress

We have carried out studies of low-dimensional structures such as polymers and SWNTs using all-electron first-
principles methods, taking advantage of the helical symmetry of these structures. Recent reports by Kymakis, et
al.(1–4) suggest that mixtures of single-walled carbon nanotubes and P3OT represent an alternative class of organic
semiconducting materials that can be used to manufacture organic photovoltaic cells with improved performance. We
have used poly(3-methylthiophene) (P3MT) as a model system for P3OT and the other polyalkylthiophenes. We
have calculated the electronic band structure of several SWNTs and P3MT using the first-principles, all electron self-
consistent density functional method described above. Figure 1 depicts a comparison of the calculated band structures
for P3MT, a semiconducting (17,1) SWNT, and a (10,10) armchair metallic SWNT. Both of the SWNTs have
diameters of roughly 1.4 nm, and the (17,1) SWNT has a calculated band gap of roughly 0.7 eV. If we assume minimal
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electron-hole pair binding in the polythiophene, then an exciton on the polythiophene backbone could dissociate and
transfer an electron to multiple “subbands” in the (17,1) SWNT.

FIG. 1 First-principles valence band structures of (a) (17,1) semiconducting SWNT (b) P3MT (with dihedral angle of 147.5o),
and (c) (10,10) armchair metallic SWNT.

If SWNTs are used as acceptor polymers in bulk heterojunction photovoltaic materials, then understanding their
electron (and to some extent hole) transport properties is important in understanding their optoelectronic properties
in photovoltaic devices. The effective mass is a quantity directly related to charge transport properties. Using what is
commonly denoted as the graphene sheet model for SWNTs, we can derive a linear relation between carrier effective
mass, m∗, and distance in energy from the Fermi level of the form

m∗ =
4
3

�
2

a2Vppπ

(
εm

Vppπ

)
. (1)

We have numerically calculated the effective mass of charge carriers in SWNTs using our first-principles band structure
results and compared these with the predictions of the graphene sheet model. Our results also agree with semiclassical
results (5; 6) as well as with other first-principles results. (7) Figure 2 shows the effective mass of charge carriers
calculated for several SWNTs based on our first-principles results. The effective mass of larger diameter SWNTs
shows rough agreement with the graphene sheet model as expected. Also, the effective mass of holes and electrons
related by particle-hole symmetry are similar in magnitude in the SWNTs.

We are also working on calculating overall transport properties of nanostructured materials with potential appli-
cation in photovoltaics and other devices. We can apply nonequlibrium Green’s function techniques for the system
in conjunction with results from our first-principles electronic structure calculations to calculate the current through
the system using the Landauer formalism. (8) As a preliminary project using this approach, and also to participate
in the emerging research area of graphene nanoribbon systems, (9; 10) we have studied electron transmission through
multi-terminal graphene nanoribbon junctions.

We calculated the effect of several different lattice vacancies on the electron transmission in a T-shaped nanoribbon
device (Figure 3) and compared these results with similar calculations for a bare zigzag nanoribbon, as depicted in
Figure 4. A single lattice vacancy creates conductance dips in the low energy region, because of the quasibound states
around the vacancy site. The energy of the bound state is related to the position of the lattice vacancy relative to
the edge of the device, and can be explained in terms of the alternate atomic structure of the graphene lattice.
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FIG. 2 Calculated effective masses of electron (positive values) and hole (negative values) carriers for several SWNTs at van
Hove singularities near the Fermi level. Solid diamonds denote results for band extrema nearest the Fermi level, and open circles
denote masses for further extrema. The solid line shows the effective mass of charge carriers in these SWNTs as calculated
from the graphene sheet model (Eq. 1) using Vppπ = −2.7 eV.
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FIG. 3 Left panel shows the lattice configuration of a bare zigzag nanoribbon (up) and a nano-graphene T-junction device
(down). Central region (boxed) is the conductor region, C which is attached to two leads (L and R) in the bare zigzag
nanoribbon and three leads, (L, T, and R) in the T-junction device. Right panel shows the alternate A(B) lattice structure of
the conductor region. The conductor region is made of N dimer lines. A zigzag nanoribbon with N dimer lines is terminated
with 1A-type atoms and NB-type atoms.

Future Plans

We are also interested in the transport and other electronic properties of multiwalled carbon nanotube systems,
and have begun some preliminary work on model double-wall carbon nanotube (DWNT) systems. Several electronic
structure calculations have been reported on DWNTs constructed from coaxial combinations of armchair SWNTs.
However, calculations on combinations of chiral SWNTs are computationally impractical using standard translational
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FIG. 4 Left panel shows the transmission coefficients of electrons in a bare zigzag nanoribbon with 16 dimer lines in the
presence of single lattice vacancies. Right panel shows the transmission coefficients of electrons towards lead R in a T-shaped
nano graphene device in the presence of single lattice vacancies. The zigzag-type leads are made of 16 dimer lines and the
armchair type lead is made of 14 dimer lines. Electrons are injected from zigzag-type lead L.

band structure codes because of the large unit cell sizes required. The use of helical symmetry reduces the size
of the unit cell overcoming the difficulty of calculating the electronic properties of chiral DWNTs. We have begun
preliminary studies of the cohesive energies of chiral DWNTs. We plan to continue this work by calculating transport
properties of DWNTs in collaboration with Vincent Meunier at ORNL. Other work will be carried out in collaboration
with the ORNL group on transport properties of electroactive polymers with backbone dihedral angle disorder.
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Program Scope    

Nuclear energy is a dependable source of electricity for the US because of the large size 
of the plants and their continuous periods of operation [1].  However, only 20% of 
electricity produced in the US is from nuclear source, whereas France produces almost 
70%.  Nuclear power also has the second-lowest production cost of the major sources of 
electricity (1.7 cents/kWh) in comparison to that of hydro (0.5 cents/kWh), coal (1.9 
cents/kWh), natural gas (5.87 cents/kWh), and petroleum (5.39 cents/kWh) (1). Because 
fuel supply sources are available domestically, nuclear energy can be a strong domestic 
industry that can reduce dependence on foreign energy sources. 

All commercial nuclear power plants have extensive security measures to protect the facility 
from intruders (1). However, additional research efforts are needed to increase the process 
safety of nuclear energy plants to protect the public in the event of a reactor malfunction.   It 
has been envisioned that the next generation nuclear plant (NGNP) will consist of a helium-
cooled nuclear reactor that will operate in the range 650-1000°C [2]. One of the most 
important safety design requirements for this reactor is that it must be inherently safe, i.e., 
the reactor must shut down safely in the event that the coolant flow is interrupted [2]. This 
next-generation Gen IV reactor must operate in an inherently safe mode such that the off-
normal temperature may reach 1500°C due to coolant-flow interruption.  Metallic alloys 
used currently in reactor internals (e.g., control-rods) will melt at such temperatures.    
 
Structural materials that can resist such ultra-high temperatures are carbon fibers and 
carbon-matrix composites because they do not melt; however, radiation-damage effects on 
carbon fibers are poorly understood.  This research is directed toward the fundamental 
understanding of the mechanisms of surface anchoring of the liquid crystalline precursors 
and the resulting “pinning” of the graphene layers by carbon nanotubes that could lead to 
neutron-damage resistance of the resulting carbon fibers. The goal of the proposed research 
is to generate novel carbonaceous nanostructures for radiation-stability in ultra-high 
temperature materials. The nanostructures are expected to generate high crystallinity, but not 
anisotropy, so that dimensional changes do not result in distortion.  

Recent Progress 

Among high performance materials, the graphitic form of carbon is known to possess the 
highest thermal resistance in a non-oxidizing environment.  Graphite does not have a 
measurable melting point; it is known to sublime at about 3600°C [3].  Although graphite 
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has been used in nuclear environment for almost 50 years by DOE, DoD, and NASA,  
unfortunately, polygranular graphite is not suitable for structural applications because 
they do not possess adequate strength, stiffness or toughness that is required of structural 
components such as reaction control-rods, upper plenum shroud, and lower core-support 
plate [2,4].  For structural purposes, composites consisting of strong carbon fibers 
embedded in a carbon matrix are needed.  Such carbon/carbon (C/C) composites have 
been used in aerospace industry to produce missile nose cones, space shuttle leading 
edge, and aircraft brake-pads [5].  However, radiation-tolerance of such materials is not 
adequately known because only limited radiation studies have been performed on C/C 
composites, which suggest that pitch-based carbon fibers have better dimensional 
stability than that of polyacrylonitrile (PAN) based fibers [6].  The thermodynamically-
stable state of graphitic crystalline packing of carbon atoms derived from mesophase 
pitch (rather than PAN) leads to a greater stability during neutron irradiation.   
The severe axial orientation of graphene layers obtained from mesophase pitch precursors 
results in highly directional properties such as unusually high axial tensile modulus and 
axial thermal conductivity.  However, the compressive strength of such fibers is an order 
of magnitude lower than its tensile strength, due to the severe anisotropy. In recent 
studies, cosponsored by NSF-funded project, we incorporated carbon multiwall 
nanotubes (MWNT) into mesophase pitch in a very dilute concentration of up to 0.3 wt% 
[7].  Carbon fibers derived from pure mesophase pitch displayed a highly anisotropic 
structure.  In contrast, as displayed the presence of 0.1 wt% and 0.3 wt% nanotubes in the 
mesophase pitch led to a texture that was increasingly isotropic (random) in the plane.  
We emphasize that our research strategy calls for the addition of these nanotubes in a 
very dilute concentration, only about 0.3 wt%.  Therefore, the materials are not cost-
prohibitive. Carbonaceous nanostructures provide ultimate thermal conductivity and are 
also of interest to Air Force in thermal management.    
 
Our recent data of MWNT-modified carbon fibers indicates that the compressive strength 
of the nanotube-reinforced fibers is at least equivalent or slightly improved, as compared 
with pure mesophase-based carbon fibers [8].  Moreover, it is noteworthy that the ratios 
of recoil compressive strengths to tensile strength of nanostructured fibers are much 
higher (the difference is at least 10% or higher) than those for the commercial 
counterparts and even than those for PAN-based commercial carbon fibers. This suggests 
that nanotubes are helping to reduce anisotropy in carbon fibers, which has typically 
resulted in very high tensile strength but very poor compressive strength. 
 
Future Plans 
 
This DOE-EPSCoR project, which was recently initiated in May 2007, has started to 
investigate the novel nanostructures that are being synthesized in carbon fibers using 
transmission electron microscopy (TEM) and atomic force microscopy (AFM) at 
Clemson University   Thermal conductivity measurements on single filaments will be 
performed at South Carolina State University.   
 
Mechanisms of neutron-damage for such ultra-high temperature materials will be 
investigated in collaboration with Lab researchers at ORNL. Collaboration has been 
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planned with ORNL researchers from the Carbon Materials group headed by Dr. Tim 
Burchell. The irradiation studies will be done by ORNL collaborators using the High 
Flux Isotope Reactor (HFIR) to address their primary objective of determining radiation 
damage tolerance. It is planned that all of the irradiation studies will be conducted by 
ORNL collaborators using standard procedures developed from their extensive research 
expertise in radiation-damage in nuclear graphites.  Rabbit irradiation capsules and an 
irradiation temperature of 600°C will be targeted, allowing comparison with prior data 
for carbon-carbon composites.  The target irradiation dose will be 2-4 displacements per 
atom (dpa), which corresponds to 2-4 cycles in the HFIR.  Post irradiation examination 
(PIE) of the samples will indicate the extent to which structural manipulation has 
influenced the neutron irradiation stability.  
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Program Scope 
 

The steady development of new and improved organic and inorganic semiconductors is 
rapidly reaching the point where they will soon become part of the next generation of 
optoelectronic devices, especially for thin film solar cell applications.  Since Grätzel’s initial 
discovery of solar photovoltaics based on semiconductor nanocrystals sensitized by light-
harvesting dyes,1 there have been rapid increases in the analysis and manufacture of 
progressively more efficient DSSCs.   A current research trend suggests that these DSSC devices 
may present cost effective alternatives to purely inorganic systems in the near future.2 The most 
efficient DSSC thus far reported in the literature was constructed with a highly porous anatase 
TiO2 semiconducting film, deposited onto a transparent conducting glass anode, sensitized by 
Ru(II)(4,4’-dicarboxy-2,2’-bipyridine)2(NCS)2 (also known as N3 dye), an acetonitrile electrolyte 
solution of I–/I3

–, and a Pt counter-electrode.  The photocurrent measured at 100 mW/cm2 of 
simulated solar intensity (AM 1.5) was about 10 mA/cm2 with an open circuit voltage near 0.7 
V.  The overall efficiency of the cell was about 10%, and under defused daylight conditions it 
yielded around 12% efficiency.  

Although a large number of organic and organometallic dyes have been used as 
sensitizers, a wide variation of quantum yields have been reported. Of these, ruthenium 
polypyridyl dyes appear to be the most promising, with nearly 100% of the absorbed photons 
converted to conduction band electrons.  According to Benkö et al., injection of an electron from 
the excited state in the dye into the semiconductor occurs 70% of the time from the 1MLCT state 
on a femtosecond time scale, while 30% of the injection comes from the 3MLCT state on a 
picosecond time scale.3 It should therefore be possible to alter the rate of intersystem crossings 
by varying the nature of the ligands which, in turn, will change the relative energies of the two 
states and/or change the nature of the vibrational structure of these systems.  If the conduction 
band of TiO2 is sufficiently lower in energy than the excited state of the dye, the rate of electron 
injection is faster than the photonic decay of the dye excited state, allowing more efficient 
operation of the DSSC. 
 
Recent Progress 
  

A series of DSSCs have been constructed at Idaho State University, employing both 
synthetic and natural dyes.  The best solar cell constructed at ISU to date was a 2 cm2 cell 
employing N3 dye.  It had an overall conversion efficiency of greater than 8% using a 50 W 
halogen spotlight to simulate the solar spectrum.2  The open circuit voltages, short circuit 
currents, and fill factor values are competitive with those reported in the literature.2  This group 
has also constructed the highest efficiency solar cell based on a fruit dye.  A 2 cm2 dye cell 
employing dye extracted from the skin of the mangosteen fruit, native to Malaysia and other 
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Asian countries, had an overall conversion efficiency of ~ 2%.  We are currently preparing a 
manuscript containing the above results for a publication.3   

Most of the Ru dyes studied so far are simple Ru(II) complexes namely, N3 and 
Ru(dcbpy)3

2+ systems. From our studies, we discovered that when the electronic structure of a 
ligand in Ru(bpy)3L2+ system was varied, there were significant changes in the relationship 
between 1MLCT and 3MLCT, and therefore between the carrier lifetimes.  For example, when L 
was varied from simple 2,2’-bipyridine to 4,4’-di(phenylethynyl)-2,2’-bipyridne, we observed an 
increase of 3MLCT lifetime from 719 ns to almost 2275 ns .4  
 
Future Plans 
 

Although we have learned a considerable amount from previous studies, it is necessary 
for us to systematically examine the dyes.  As a series of novel ligands and their respective Ru 
complexes are being synthesized, and respective DSSCs will be constructed to test their opto-
electric behaviors. To our best knowledge, there has not been a thorough investigation into the 
differences in the energy levels of 1MLCT and/or 3MLCT of the dye sensitizers, the energy 
levels of the TiO2 conducting band, and the energies associated with the redox couple.  We are 
conducting a systematic investigation involving; 1) factors affecting the electron energy levels, 
lifetimes and injection efficiencies based on dye structures and properties, 2) electron collection 
from the dye and their transport to the conducting electrode through TiO2 layer, and 3) electron 
conduction to regenerate the dye sensitizer via redox couple.  Knowledge from these 
investigations will provide a better understanding of energetic requirements for organic dyes, 
nanocrystalline anodes, and their interfaces.  This, in turn, will ultimately aid in improved device 
design, construction, and efficiency of DSSCs.  
 
References 
 
1. “A low-cost, high-efficiency solar cell based on dye-sensitized colloidal titanium dioxide 
films.” B. O’Regan, M. Grätzel, Nature 1991, 335, 737. 
2. “Solar Energy Conversion by Dye-Sensitized Photovoltaic Cells.” M. Grätzel, Inorg. Chem. 
2005, 44, 6841. 
3.  “Comparison of the Conversion Efficiency in Dye Sensitized Solar Cells made from 
Mangosteen Fruit and Mangostin.” Lisa D. Lau, Ebner Manuel, Anna Hoskins, R. Rodriguez, 
and A. Hunt In preparation. 
4. “Modulating Exited-State Lifetimes in [Ru(II)(bpy)2L]2+ Systems.” J. T. Bateman, T. Baker, 
A. C. Colson, D. P. Stay, M. Herring, R. G. Rodriguez, J. J. Pak Lett. Org. Chem.. Submitted.   
 
DOE Sponsored Publication in 2005-2007 
 
1. “Modulating Exited-State Lifetimes in [Ru(II)(bpy)2L]2+ Systems.” J. T. Bateman, T. Baker, 

A. C. Colson, D. P. Stay, M. Herring, R. G. Rodriguez, J. J. Pak Org. Lett. Submitted.   
2. “Rapid and Size Control Synthesis of CuInS2 Nanoparticles via Microwave Irradiation.” 

Gardner, Joseph S.; Shurdha, Endrit; Lau, Lisa D.; Wang, Chongmin: Rodriguez, Rene G.; 
Pak, Joshua J. J. Nanoparticle Research, Submitted. 

3. “Pulsed-Spray Radiofrequency PECVD of CuInS2 Thin Films.” Rodriguez, Rene G.; 
Pulsipher, Daniel J. V.; Lau, Lisa D.; Shurdha, Endrit; Pak, Joshua J.; Jin, Michael H.; 

80



4. “Facile synthesis of 4,4’,5,5’-tetraiododibenzo-24-crown-8 and its highly conjugated 
derivatives.” Endrit Shurdha, Jaime L. Mayo, and Joshua J. Pak, Tetrahedron Letters 2006, 
47, 233-237. 

5. “Microwave–assisted preparation of Chalcopyrite nanoparticles from molecular single source 
precursors.” Endrit Shurdha, Joseph Gardner and Joshua J. Pak, 2006, Patent Pending (No. 
4005). 

 
 

81



Preparation and Study of I-III-VI2 Nanoparticles and Thin Films 
 

Joshua J. Pak, Joseph Gardner, Endrit Shurdha, Ian Kihara, Lisa Lau, Anna Hoskins, Alan W. 
Hunt and Rene G. Rodriguez 

pakjosh@isu.edu, rodrrene@isu.edu, huntalan@isu.edu 
Department of Chemistry, Idaho State University, Pocatello, ID 83209-8023 

 
 
Program Scope 
 
  Ternary I-III-VI2 nano-materials, particularly of Chalcopyrite CuInXGa1-XSe(S)2, are 
important components of next-generation PV devices.  It has been proposed that inclusion of 
nanocrystalline semi-conductors such as Chalcopyrite in PV devices can dramatically improve 
the efficiency of photon conversion (quantum dot solar cell)1 enable low-cost deposition of thin 
films,2 and provide sites for exciton dissociation3 and pathways for electron transport.4  
Chalcopyrite nano-materials are more resistant to degradation from electron, proton, and alpha 
particle radiation than the corresponding bulk materials, a requirement for space based solar 
cells.5-7   
 
Recent Progress 
 
  Using microwave irradiation, the preparation of Chalocopyrite nanoparticles from single 
source precursors (SSP) has been accomplished.8  Particularly, colloidal Chalcopyrite (CuInS2) 
nanocrystals have been produced by microwave-assisted decomposition of the single-source 
molecular precursors (PR3)2CuIn(SEt)4 (R = Ph, alkyl) in the presence of alkylthiol ligands in 
dioctyl phthalate as a solvent.  We observed nanoparticle formation temperature as low as 115 °C 
at 5 minute microwave irradiation.  Using this technology, we are able to prepare Chalocopyrite 
nanoparticles at dramatically lower reaction temperatures and shorter reaction time over the 
conventional thermolysis techniques.  In addition, we have achieved better control over 
nanoparticle size by controlling the reaction temperatures, times, and ligand concentrations. The 
resulting nanoparticles exhibit expected properties such as room-temperature fluorescence. 
 
Future Plans 
 
  Currently, we are examining several aspects of CuInS2 and its related materials.  First, 
we are interested in preparing thin films and nanoparticles containing varying ratio of In/Ga/Al.  
Incorporation of varying amount of Ga and/or Al into ternary system such as CuInS2 is not only 
important in terms of controlling the energy levels (bandgaps) of resulting materials but also 
presents unique synthetic challenges for preparing and respective molecular SSPs.   Second, we 
have prepared fluorinated SSPs in order to dissolve SSPs in super critical CO2 from which we 
will prepare nanoparticles, thin films, and their composite materials.9 
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Program Scope 
 
Analysis of surface temperature observations shows decreasing diurnal temperature range 
(DTR) accompanied by an increase in minimum temperature1,2 (Karl et al., 1993; Vose et 
al., 2005).  It has been suggested that enhanced downwelling longwave radiation, forced 
by increasing atmospheric concentration of green house gases, is mostly responsible for 
these observed changes.  However other processes such as changes in cloud cover, land 
use and atmospheric aerosol loading may also be important.  Even though several studies 
have focused on the shortwave aerosol forcing, very few address the longwave aerosol 
forcing and its impact on the nocturnal boundary layer which may be important for 
explaining the observed trends in DTR.  Processes that lead to diurnal asymmetries in 
aerosol optical depth, including hygroscopic growth of aerosols, variations in vertical 
distribution and emissions rates all impact nocturnal boundary layer temperature.  
Numerical modeling and observational studies are required to understand how these 
processes impact boundary layer temperature. 
 
Recent progress 
 
A modeling system for studying the impact of aerosols on nocturnal boundary layer was 
developed.  Thus modeling system consists of the Regional Atmospheric Modeling 
System (RAMS) coupled with the Fu-Liou radiative transfer scheme and an improved 
aerosol optical model is utilized to quantify nocturnal aerosol longwave radiative forcing.  
The OPAC3 package is used to parameterize the aerosol characteristics and the 
hygroscopic growth of aerosols and also its vertical distribution.  The OPAC defines 
several different categories of aerosol types of which the continental clean, continental 
average, continental polluted and urban polluted categories are utilized in the simulations.  
OPAC aerosol model was modified to include improved observations of optical 
properties of sulfate aerosols and size distributions.   
 
The modified RAMS modeling system is used for examining the impact of atmospheric 
aerosols on nocturnal boundary layer temperatures.  Data collected during the CASES99 
field experiment was used to initialize and validate numerical modeling simulations used 
in this study.  For aerosol loading characteristic of urban conditions, numerical modeling 
simulations show enhancement of nocturnal downwelling longwave radiation in excess of 
2.5Wm-2.  During the first night of the simulation, nocturnal minimum increases in excess 
of 0.25K corresponding to this increase in downwelling longwave radiation.  However, 
during day, aerosol loading causes a decrease in the maximum temperature of about 2K.  
The increase in nocturnal minimum during the second night is significantly smaller, on 
the order of 0.09K.  Note that the study addresses the impact of aerosol longwave 
radiative forcing only under observed wind conditions.  Prior studies4,5 show that under 
favorable wind regimes, the magnitudes of aerosol longwave forcing estimated from the 
modeling experiments can lead to significant increases in surface temperature.  
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Future Plans 
Future plans for this project include the conduct of a short field project to observationally 
quantify aerosol longwave radiative forcing and its impact on nocturnal boundary layer 
development.  Numerical modeling studies are being extended to include other processes that 
create diurnal asymmetries in aerosol depths. 
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Our newly established DoE EPSCoR research cluster is implementing new 

catalyst R&D infrastructure and addressing fundamental science and engineering 
pathways for thermochemical conversion of woody biomass to fuels and chemicals, an 
area of increasing importance to Maine’s forest products industry. The technical focus is 
on thermal upgrading of biomass (yellow paths illustrated in Figure 1) through syngas 
and pyrolysis oils. Major roadblocks in thermally upgrading pyrolysis oil, a complex 
highly-oxygenated liquid, 
include improving the 
heating value through 
catalytic oxygen removal, 
identifying favorable 
reaction pathways, and 
developing production 
methods for optimum 
upgrading. Roadblocks 
for syngas conversion 
include shifting and 
narrowing the product 
distribution, tar removal 
or developing tar-tolerant 
catalysts, and integrating 
new technologies with 
existing facilities in 
Maine. 

 
Our multi-disciplinary, multi-institutional research cluster is part of a larger 

Forest Bioproducts Research Initiative at the University of Maine which is addressing 
one of the seven key areas of Maine’s Science and Technology Action Plan.  This 
research will enable wood product industries to diversify their products to include 
biomass derived fuels and chemicals by helping to (1) understand the composition and 
properties of woody biomass derived pyrolysis oil (2) improve the heating value of 
pyrolysis oil and improve properties related to transportability through catalytic 
hydrodeoxygenation (3) overcome economic barriers to Fischer-Tropsch Liquids (FTL) 
synthesis by reducing stringent current syngas cleaning requirements, and (4) improve 
quality of FTL.  
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Figure 1. Pathways for production of fuels and chemicals from biomass
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 Scientific and Technical Merit highlights include: (1) an innovative combinatorial 
screening micro-array platform integrated with vibrational spectroscopies, (2) synthesis 
and physical characterization of novel size-selective catalyst/supports using engineered 
mesoporous (1-10 nm diameter pores) materials, (3) advances in fundamental knowledge 
of novel support/multi-metal catalyst systems tailored for pyrolysis oil and syngas 
upgrading, (4) rapid ink-jet synthesis techniques for micro-support/catalyst library 
generation, and (5) characterization of woody biomass-derived pyrolysis oils. 
 
 The research cluster is organized into four core areas that are integrated and 
interdependent upon one another as shown in Figure 2. Each core area is led by an 
individual PI. Area 1 is identifying critical reaction pathways to be studied through 
experiments and interactions with forest product industries and R&D community.  Area 2 
is exploring synthesis and physical characterization of novel integrated support/catalyst 
materials with combined reaction 
and separation capabilities. Area 
3 is developing highly novel 
combinatorial approaches to 
catalyst design. Area 4 is 
advancing fundamental 
understanding of reaction kinetics 
and mechanisms to quantify 
performance parameters, such as 
conversion and selectivity, used 
in Area 1 for optimizing reaction 
engineering, and providing 
motivation for more detailed 
investigations of surface 
reactions. 
 
 There are three major research Thrusts in this project: Micro-Array Combinatorial 
Catalyst Screening (MACCS), Fischer-Tropsch Liquids, and Pyrolysis Oils.  The Thrusts 
include contributions from each of the Core Areas, interactions with four graduate 
students and a post-doc, and collaborations with DOE, two Maine small businesses and 
Colby, Bates, and Bowdoin Colleges.  Table 1 shows the major research tasks of each 
thrust and how those tasks integrate across the Core Areas.  The MACCS thrust is 
focused on developing a microhotplate combinatorial screening platform integrated with 
vibrational spectroscopies. This development involves both feedforward and feedback 
interactions with the other Core Areas and research thrusts. The FTL thrust is taking 
advantage of the existing knowledge base in FTL catalysts to evaluate and qualify our 
novel micro-array combinatorial catalyst screening (MACCS) approaches. The physical 
properties and performance of bulk catalysts will be compared to those of catalyst micro-
arrays synthesized using ink-jet printing techniques. In addition to MACCS qualification, 
we are focusing on FTL support/catalyst systems for size-selectivity and tar tolerance. 
The Pyrolysis Oil thrust is focused on fundamental kinetics and mechanistic 
understanding that will contribute to the development of support/catalyst systems for 
hydrodeoxygenation of pyrolysis oils. 

Core Area 3 
Combinatorial Catalyst

Screening using Microarrays
and In-situ Spectroscopy

(Microfluidics and Analytical Chemistry)

Core Area 2
Synthesis and Physical

Characterization of Catalysts
(Materials Science and Physics)

Core Area 4
Reaction Mechanisms

And Kinetics
(Chemistry)

Core Area 1
Reaction Engineering and

Innovative Processing Strategies
(Chemical Engineering and Pulp and Paper Technology)

Figure 2. The overall integration of the cluster is based upon four Areas of Expertise. 
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Table 1: Future Plans and Integration of Research Thrusts across Core Areas 
 Thrust 1 Thrust 2 Thrust 3 

Title 
Micro-Array 
Combinatorial 
Catalyst Screening 

Fischer-Tropsch 
Liquids from Biomass-

Derived Syngas 

Pyrolysis Oil 
Upgrading and 

Characterization 

Core Area 1 
Reaction 
Engineering 

Define representative 
compounds, 
processing 
conditions, and 
thermodynamics as 
input for 
combinatorial studies. 
Define catalyst 
compositional 
matrices. 

Compare effects of 
tar-like contaminants 
such as benzene on 
bulk catalyst activity. 

Create pyrolysis oil 
from Maine biomass. 
Study kinetics and 
reaction products for 
model compounds 
(furfural and 
guaiacol). 
Characterize bulk 
hydro-deoxygenation 
catalysts using 
purchased and in-
house produced 
pyrolysis oils. 

Core Area 2  
Catalyst 
Synthesis and 
Characterization 

Synthesize 
compositional matrix 
for inkjet catalysts. 
Identify 
catalyst/support 
systems for bulk 
synthesis. 

Synthesize and 
physically 
characterize bulk and 
inkjet deposited 
catalysts. 

Synthesize and 
physically 
characterize bulk 
catalysts. 

Core Area 3  
Combinatorial 
Platform 
Integration and 
Methods 

Develop 
microhotplate 
platform. 
Integrate inkjet 
deposition system. 
Couple microarray 
with FTIR and 
Raman. 
Analysis of 
combinatorial data. 

Synthesize micro-
support/catalysts on 
MACCS platform and 
evaluate arrays using 
model compounds 

Synthesize micro-
support/catalysts on 
combi platform and 
evaluate arrays using 
model compounds. 

Core Area 4  
Fundamental 
Reaction 
Mechanisms 

Compare bulk to 
micro-
support/catalyst 
performance and 
properties.  
Determine critical 
input parameters for 
catalytic screening 
evaluation.  

Correlate bulk 
activity with model 
compounds to 
combinatorial results. 

Correlate bulk 
activity with model 
compounds to 
combinatorial results. 
Characterize complex 
products and identify 
model compounds for 
pyrolysis oil 
upgrading. 
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Project Scope 

This project is a subtask of the Ubiquitous Computing and Monitoring System (UCoMS), which aims to 
provide integrated and cross-disciplinary solutions for more efficient methods of energy resource discovery. A key 
requirement for the UCoMS project and the effective discovery and management of energy resources is real-time 
data acquisition, data processing, and decision-making. This sub-project focuses on the use of a quickly-deployable 
two-layer hierarchical wireless networking system that can be used in the often harsh conditions encountered during 
energy resource discovery. The top-level wireless network is a high-bandwidth multi-hop wireless network (called a 
mesh network), which acts a backhaul network for transmitting data over long distances. The lower-level network 
comprises wireless-enabled sensor nodes that can be used for monitoring, data collection, as well as intrusion 
detection. The project has both scientific and technological goals. The scientific objectives are (1) to identify a 
fundamental set of principles that enable the design and application of multi-hop wireless networks in the harsh 
environmental conditions and (2) to use these principles to develop protocols and algorithms for self-organizing 
mesh and sensor ad hoc networks to be used for monitoring, data collection and distribution, location tracking, and 
real-time communication. The technological objective of the project is to build a fully functional prototype of the 
wireless and sensor network that demonstrates that the scientific research results (i.e., principles and algorithms) 
actually work in real environments. 

Recent Progress 

Mesh Networks 

�� Wireless Mesh Testbed. A wireless mesh testbed comprising seven (7) custom multihop wireless routers has 
been deployed, covering approximately 70 acres on the main campus of University of Louisiana at Lafayette. 
Each wireless router has two IEEE 802.11 a/b/g radio cards. Currently, the testbed has been evaluated using 
standards TCP (i.e., FTP) and UDP-based applications. The second phase of the testbed deployment will 
include (1) the deployment eight additional routers, (2) the design of flexible tools for monitoring and 
evaluating link-level and end-to-end performance, and (3) implementation of multipath routing and link-layer 
coding techniques for improving network quality-of-service. 

�� Performance Modeling and Prediction.  The performance of mesh networks depends upon several factors. 
Such factors may be controllable (e.g., as system or protocol parameters, traffic load, network size, protocol 
design, network density, and channel assignments) while others may be uncontrollable (e.g., node mobility, 
channel quality, signal propagation characteristics). This component of our work has focused on modeling and 
predicting protocol and overall system performance as a function of such factors. In particular, using a statistical 
design of experiments approach we have developed first and second order linear regression models and non-
linear artificial neural network models that can be used to estimate the performance of ad hoc networking 
systems over a wide range of scenarios [1, 2].  A scenario is defined as a single combination of factors and their 
respective values. Moreover, our models are able to quantify the main effects of each factor as well as the two-
interaction effect of each factor pair. 

�� A General Performance Index. Evaluating and comparing the performance of dynamic wireless networks by 
comparing individual performance metrics over different scenarios is a non-trivial task and often leads to 
erroneous conclusions regarding which protocol or system configuration yields the best overall system 
performance. To this end, we have proposed a general performance index, which is a mathematical function that 
aggregates performance results from multiple response metrics into a single scalar value that quantifies overall 
system performance, leading to more objective evaluations and comparisons. We have illustrated the 
advantages of the proposed performance index by comparing two ad hoc networking systems over a wide range 
of networking scenarios. Based on the results of this analysis, we also developed an empirical model that 
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characterizes the relationship between the proposed performance index, four response metrics (packet delivery 
ratio, end-to-end delay, routing overhead, and jitter) and four influential factors (node mobility, offered load, 
network size, and routing protocol) [3]. 

�� S-Box: A Scalability Analysis Framework. The scalability of adaptive protocols designed for multihop 
wireless networks is a key design issue for achieving large-scale deployments of mesh networks. In this work, 
we have propose a scalability index which aggregates the performance of multiple metrics into a single scalar 
value, while considering the correlation between individual metrics, the application-level requirements, and the 
network properties. The proposed index can be used as a measure of the protocol or system scalability with 
respect to any number of metrics. We further proposed S-Box, a general “black-box” type scalability analysis 
model for ad hoc routing protocols, which can be used to evaluate protocol scalability using the statistical 
design of experiments. S-Box provides a convenient and systematic way to address practical scalability 
problems [4]. 

�� Protocol Design and Analysis. Channel arbitration is a key factor in the design of broadcast wireless networks 
[5]. Contention-based protocols (e.g., IEEE 802.11) have low delay at low load but poor channel efficiency at 
high load. Collision-free protocols, such as TDMA are able to achieve better channel efficiency at high loads 
but result in longer delays at low loads. In this work, we have proposed a hybrid medium access control (MAC) 
protocol based on distributed TDMA (HDTP) for multi-hop wireless networks. The hybrid protocol seeks to 
overcome limitations of TDMA under low or dynamic traffic load. By using static TDMA slot assignment and 
dynamic transmission schedule for real traffic situations, HDTP can achieve low delay at low load and high 
channel efficiency at high load. As a result, our hybrid protocol adapts well to a wide range of dynamic traffic 
load. We have developed analytical and simulation models of HDPT, and we are currently studying its 
performance in relation to hybrid medium access control protocols. 

�� Prioritized Medium Access Control (P-MAC). For P-MAC investigation, we have proposed an effective 
protocol based on the binary countdown approach, in order to differentiate packets in multiple Service Classes 
(SC's) based on their priority levels, thus providing different levels of service.  It is the first attempt, to our best 
knowledge, to implement such an algorithm for service differentiation and to support absolute prioritization in 
distributed wireless networks, which cannot be achieved by any existing MAC protocols (such as IEEE 
802.11e).  Our analytic model, validated via simulation, shows that P-MAC can effectively support traffic 
differentiation as well as achieve very low packet dropping (both reneging and blocking) probabilities when the 
traffic load is below the channel capacity. If the network is overloaded, P-MAC can still maintain an extremely 
stable and high channel throughput (in sharp contrast to other MAC protocols, such as the IEEE 802.11 protocol 
family including IEEE 802.11e) [5, 13, 14, 15]. 

�� Optimal Data Transmission in Heterogeneous Wireless Networks. An important optimization issue in the 
ubiquitous and integrated wireless communication system is how to minimize the overall communication cost 
by intelligently utilizing the available heterogeneous wireless technologies while at the same time meeting the 
quality of service requirements of mobile users. Our research first identifies the cost minimization problem to 
be NP-hard. We then present an efficient minimum-cost data delivery algorithm based on linear programming 
(LP), with various constraints such as channel bandwidth, link costs, delay budgets, and user mobility taken into 
consideration.  Extensive simulations are carried out to evaluate the proposed cost minimization scheme. Our 
results show that the proposed LP approach can effectively reduce the overall communication cost, with small 
overhead (< 3%) for signaling, computing, and handoff [8].   

Sensors and Sensor Networks 

�� Energy-efficient Routing in Sensor Networks. Energy efficiency is a critical design issue in wireless sensor 
networks, where each sensor node relies on its limited battery power for data acquisition, processing, 
transmission, and reception.  Our research studies an integrated approach on power control and load balancing, 
aiming at even distribution of the residual energy of the sensors and thus prolonging the lifetime of overall 
wireless sensor networks. More specifically, an Integer Linear Programming (ILP) algorithm, a Distributed 
Energy Efficient Routing (DEER) protocol, and a neural network based approach are proposed for time-driven 
sensor networks. A Residual Energy-based Traffic Splitting (RETS) protocol is introduced for event-driven 
sensor networks. We have carried out extensive simulations to evaluate the proposed energy efficient 
communication protocols, unveiling that the proposed DEER and RETS approaches can effectively distribute 
energy consumption evenly among the sensor nodes to prolong the network lifetime by up to 200% or more, 
when compared with other approaches in the literature [6]. 
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�� RFID-based 3-D Positioning Schemes. Our research on RFID-based 3-D positioning schemes aims to locate 
an object in a 3-dimensional space, with reference to a predetermined arbitrary coordinates system, by using 
RFID tags and readers. We have proposed two positioning schemes, namely, the active scheme and the passive 
scheme, for locating an RFID reader and an RFID tag (which is attached to the target object), respectively. Both 
approaches are based on a Nelder-Mead nonlinear optimization method that minimizes the error objective 
functions. We have carried out analyses and extensive simulations to evaluate the proposed schemes, with 
results showing that both schemes can locate the targets with acceptable accuracy [7]. The effectiveness of our 
proposed approaches is verified experimentally using the IDENTEC RFID kits. 

�� Automated Scene Surveillance by Network of Sensors and Data Fusion. Our developed surveillance 
framework includes object processing units, an object detection module, and a multi-agent tracking system for 
scene understanding.  A region agent segments an image using the foreground mask, with each segment sent to 
an object processing unit for processing and tracking.  When an object approaches the border of the area 
monitored by a region agent, the agent communicates with another proper agent to pass along its carried 
information, in support of object detection.  As multiple types of sensors call for data fusion to combine 
information gathered by those sensors for accurate target interpretation, we have pursued effective data fusion 
techniques [9, 10]. The energy reduction framework we derived, aims to reduce the number of queries for the 
sensor energy status dispatched by cluster heads.  Two types of information aggregates with respect to energy 
readings are possible: range-based and location-based ones, as detailed in two publications [11, 12]. 

Future Plans 

Fast handoff techniques for 802.11-based Multi-hop Wireless Networks 

To support real-time voice and video communication in a wireless network with mobile users requires a 
fast method to change the mesh router or AP to which a mobile station (MS) is connected. This process is called 
handoff. Previous work on reducing handoff in 802.11 wireless LANs have all assumed a wired backhaul or 
distribution system. However, in wireless mesh system the backhaul communication is done over a wireless channel. 
We have proposed the Backhaul-aided Seamless Handoff (BASH) protocol designed to take advantage of the 
mobiles ability to access the standard AP and wireless backhaul channel simultaneously. Our preliminary design and 
results show that BASH is able: (1) to reduce channel probing time by using the backhaul channel as a common 
channel (2) to shorten authentication time by utilizing the transitivity of the trust model and pre-authentication. 

Performance Prediction and Analysis 

In most ad hoc networks, user-level devices (e.g., laptops and PDAs) will also serve as mobile routers 
capable of forwarding packets on behalf of distant nodes. This means that the general CPU must be shared between 
host applications and network layer functions. Much of the previous work on routing protocol development, 
however, has not considered available CPU explicitly. In this work, we are studying the impact of host CPU 
capacity on the performance of ad hoc networks using analytical and empirical-based models. The analysis by 
queuing theory show the performance of ad hoc networks is substantially dependent on the available CPU capacity, 
path length, buffer size, and packet arrival patterns. Using a statistical design of experiments approach, we quantify 
the effects of each factor. In the next phase of this work, we intend to evaluate the effectiveness of available CPU 
capacity as a route selection metric in the existing Ad Hoc On-Demand Distance Vector routing protocol. 

CDMA-based Wireless Mesh Network 

The code division multiple access (CDMA) technology has been recently introduced into mesh wireless 
networks for improving channel efficiency. Several distributed CDMA code assignment schemes have been 
proposed, where different codes are assigned to adjacent point-to-point pairs in order to avoid multiple access 
interference. Such approaches, however, do not maximize the capacity of a CDMA system, because the sender 
transmits to one receiver only. In the next phase of this project, we will explore novel approaches to allow multiple 
data frames be transmitted from a sender to multiple receivers simultaneously, thus increasing network capacity and 
decreasing data delivery delay. To this end, we propose two CDMA-based medium access control schemes, the 
PNO (Pseudo Noise Only) scheme and the PPO (PN Plus Orthogonal) scheme, for highly efficient data transmission 
in mesh wireless networks, especially for those networks serving as communication backbone and thus experiencing 
high traffic load. The performance of our proposed schemes will be evaluated via both analysis and simulations, and 
compared with IEEE 802.11 and other CDMA-based schemes under the same channel bandwidth.  
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Performance Prediction and Analysis 

The uplink scheduling in the WiMAX system is unique, due to its adaptive total bandwidth, quality-of-
service (QoS) requirement, short scheduling delay budget, and frame-based data arrival and service. In the next 
phase of this project, we plan to develop a simple and efficient two-phase uplink scheduling algorithm tailed for 
WiMAX. It combines Weighted Round Robin (WRR) and Earliest Deadline First (EDF) algorithms, aiming to strike 
the balance between delay requirement and fair bandwidth allocation. In order to gain deep understanding of and 
insights into the two-phase scheduling algorithm, we will establish an elegant queuing system to derive in theory the 
performance metrics in terms of packet drop rate, throughput, and fairness. Extensive simulations will be carried out 
on the basis of a broad set of parameters according to WiMAX physical layer standard WirelessHUMAN-SCa. In 
simulations, we will consider both popular Poisson traffic and practical bursty traffic that is modeled by the Markov 
Modulated Poisson Process (MMPP) for comprehensive evaluation.  
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      1.  Program Scope 

The next-generation wavelength-division multiplexing (WDM) optical networks will be a key enabler for many 
high-end applications, including those using Grid technologies, by provisioning end-to-end lightpaths in an on-
demand manner. Unlike previous optical bandwidth consumers, end users largely control these new applications and 
thus the bandwidth demands come directly from the end users' requests. Such demands are usually dynamic, which 
means that the network operation based on the assumption of static or predictable demands will be considerably 
inefficient. In addition, many end users need guaranteed lightpath connections during a specified period of time in 
future. They usually prefer to make advance reservations for end-to-end lightpaths with predefined service durations 
where the starting time of the lightpath demand can be days to weeks in the future. Such an advance reservation of a 
lightpath is called scheduling of a lightpath and correspondingly the lightpath itself is termed as a scheduled 
lightpath demand (SLD).  

 
Many SLDs arrive in a dynamic manner. We distinguish between these dynamic scheduled lightpath demands (D-
SLDs) as opposed to the concept of static scheduled lightpath demands (S-SLDs), where the whole set of lightpath 
demands is available before any actual provisioning happens in the network. Therefore, the time schedule of every 
S-SLD is known in advance for the network control plane. We study the problem of bandwidth allocation for D-
SLDs in this paper. For the purpose of scheduling, we assume that the network time is slotted. The duration of a 
scheduled lightpath is measured in number of time slots. Each time slot has equal length. 

In practical network operation, many end users require deterministic services. By a deterministic service, we mean 
that after submitting a request for a lightpath, a user expects a deterministic answer to whether the request can be 
accommodated and if so, the precise schedule information for the request. Deterministic service provisioning in the 
presence of D-SLDs may be inefficient in terms of network resource utilization. Unlike S-SLDs, arrivals of D-SLDs 
cannot be precisely predicted and thus resource allocation for D-SLDs is difficult to be optimized as a whole. 
Although the deterministic answer returned for a D-SLD can be optimal at the current time, the resource allocation 
in the network may still become sub-optimal with the arrivals of future D-SLDs. Interestingly, before a D-SLD is 
physically provisioned in the network, any adjustment carried out on the resources reserved for this D-SLD, e.g., 
rerouting and reassignment of wavelength, will not disrupt its service. Therefore, we have the opportunity to 
perform re-optimization for all D-SLDs scheduled to be set up in the future. In this paper, we propose that resources 
reserved for scheduled lightpaths be re-optimized before they are physically provisioned so that better network 
performance can be achieved. 
 
D-SLDs can be classified into two main types. We use two example applications to characterize them respectively. 
The first is to schedule a real-time, collaborative scientific experiment. A lightpath is scheduled between the data 
collecting and data processing facilities at a fixed startup time for fixed duration, e.g., 9:00-10:00AM on Monday. 
We term such a demand to be of the time-fixed type. In the second example, a financial institution demands a 
scheduled lightpath on a weekly basis to backup its huge database to a data depot facility in a different city. The 
transfer takes up to one hour. It specifies a loose starting time window, say 1:00-5:00AM on Saturdays, during 
which any lightpath starting time is acceptable. We term such a demand to be of the time-window type.  

We propose an efficient approach to schedule both time-fixed and time-window D-SLDs. We propose a dynamic 
lightpath scheduling algorithm to schedule a coming demand in a timely manner. We further develop novel re-
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optimization techniques to the scheduled lightpaths that have not been physically provisioned. The simulation results 
show that 30%-60% of blocking can be eliminated by our re-optimization approach.  
 

2. Recent Progress 
We consider WDM wavelength-routed mesh networks, where a set of reconfigurable optical cross-connects (OXCs) 
are interconnected by optical fibers. To facilitate lightpath scheduling, the network time is slotted. A time slot is a 
minimum time unit in the network, each having an equal and fixed length. The wavelength availability in a time slot 
is independent of its availability in other time slots. As a result, a wavelength can be reused over different links as 
well as multiple time slots. We assume the network is under wavelength continuity constraint. 

 
A D-SLD is denoted by a 5-tuple, (s, d, t, e, x), where s and d denote source and destination nodes of the demand, t 
and e denote the starting time slot and duration of the demand respectively, and x is the maximum lightpath length in 
order to confine the optical impairs and end-to-end delay. The time-fixed D-SLD has fixed starting time, while the 
starting time of the time-window demand can be any value in a range of contiguous time slots. However once a 
time-window D-SLD is scheduled, its starting time cannot be altered. A lightpath admitted in the network is in either 
a scheduled state or an in-service state. Scheduled state indicates that its starting time, routing and wavelength 
assignment have been determined, but the lightpath has not been physically provisioned. In-service state implies that 
the lightpath is currently being used for data transmission. Figure 1 shows an example of lightpath reservation 
system. The horizontal axis represents the time line and the vertical line represents different wavelengths. 
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Figure 1 An example of lightpath reservation system. 

Given a network topology, the wavelength availability information in each time slot, and a D-SLD request, the 
dynamic lightpath scheduling problem is to determine the starting time for the D-SLD and assign a route and 
wavelength (RWA) for the lightpath with the objective of reducing the network blocking probability. 

 
We propose a two-phase approach to schedule a D-SLD. In phase I, our approach schedules the starting time and 
conducts RWA for the D-SLD with a load-balancing objective. The load balancing objective is expressed as: 

minimizing ,

i
lt i m l L

MAX u
≤ ≤ ∈ , where L is the set of links in the network, and t and m are the starting and ending time slot of 

the D-SLD respectively. i
lu  represents the number of used wavelengths on the link l in time slot i.  Given this D-

SLD, we first compute k-shortest paths between its source and destination whose lengths are not greater than the 
maximum path length (x) of the demand. These paths are used as candidate routes for the demand. We use a slotted 
first-fit (SFF) scheme for wavelength assignment. Given a route, SFF picks the first common wavelength that is 
available on every link on the path during all the time slots between its starting and ending time. After computing 
the load balancing objective values iteratively on each candidate path over each possible starting time slot, our 
approach chooses the solution that minimizes the load balancing objective value. If the D-SLD is blocked in phase I, 
our approach enters phase II where the re-optimization procedure starts. 

The objective of our approach in phase II is to eliminate the blocking generated in phase I. This is achievable 
because we can re-provision those scheduled lightpaths for re-optimization. The re-provisioning is risk-free since 
they are not in-service yet. First, the re-optimization procedure finds the time-overlapped lightpath set of the blocked 
demand. The time-overlapped lightpath set is a set containing all the lightpaths correlated to each other in terms of 
their service time (Figure 1 explains how to compute the time-overlapped lightpath set). Second, the re-optimization 
procedure sorts all the demands in the time-overlapped lightpath set according to a specific ordering scheme (as 
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explained in next paragraph). Third, it releases all the lightpaths in the set and tries to re-provision them (including 
the blocked demand) one by one in the sorted order with our load-balancing objective. If all the demands are 
provisioned successfully, the blocked is removed. Otherwise, the blocked demand in Phase I remains blocked and 
we restore the existing lightpaths to their original states. 
 
The ordering scheme used in the re-optimization procedure of Phase II has a significant effect for our approach. We 
use a combination of multiple keys for ordering. Given a set of scheduled lightpaths, we first sort them according to 
the non-decreasing order of their starting time. If two lightpaths have the same starting times, we break the tie by 
sorting them according to the non-decreasing order of the number of hops on their minimum-hop paths. If they are 
still tied, we break the tie by sorting them according to the non-decreasing order of their service durations.  
Therefore, the lightpaths are sorted according to the rules of the earliest starting time first, maximum hop first, and 
longest duration first with decreasing priorities. 

Below, we present numerical results of our proposed approach for on demand lightpath reservation We conduct 
simulation experiments on a 24-node, 84 link network. The duration of each time slot is set to 15 minutes. In each 
simulation we simulate 100,000 D-SLDs consisting of a mix ratio of 7:3 of time-fixed and time-window demands. 
The window size of the time-window demands is uniformly distributed in the range [4, 48] time slots. The duration 
of D-SLDs is measured in number of time slots and is a weighted non-uniform distribution in the range [1, 50]. The 
distribution of the inter-arrival time and the starting times of D-SLDs are Poisson processes. We use two metrics for 
comparison, blocking probability (BP) and service blocking probability (SBP). The service blocking probability is 
measured as the ratio of the sum of the durations of blocked D-SLDs to the sum of the durations of all the D-SLDs. 
Because D-SLDs may have different durations, SBP provides a fair measurement on the network performance. We 
conduct our experiments in the cases with 8, 16, 32, and 64 wavelengths. The path length constraint is set to 600km, 
which is considered as a typical reach distance of all-optical signals. 

Figure 2 plots BP and SBP of lightpath scheduling approaches with and without re-optimization in those test cases 
with 8 wavelengths. Other cases achieve similar results. As shown in the figure, the approach with re-optimization 
reduces both the blocking probability and the service blocking probability significantly. Table 1 presents the average 
improvement under different experimental settings. On average, compared to the approach without re-optimization, 
our approach eliminates 49.8%, 58.9%, 58.8%, and 54.7% blockings in phase II for different cases. The 
performance gain in terms of service blocking probability remains at the same level. 
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8 49.8% 51.8% 
16 58.9% 59.9% 
32 58.8% 59.1% 
64 54.7% 51.8%

Figure 2 Results of approach with and without re-
optimization in the network with 8 wavelengths. 

Table 1. Performance improvement by re-optimization. 

 
3. Future Plans 
 
In this study we addressed dynamic lightpath scheduling problem. We considered both time-fixed and time-window 
D-SLDs. Compared to predefined static demands, the unpredictable dynamic demands have a very limited potential 
for optimization. We proposed an efficient two-phase lightpath scheduling scheme to reduce about half of the 
blockings in the network with advance reservation. This is a great performance improvement for those network users 
who require both dynamic and deterministic scheduled lightpath services.  
 
In this study, we did not consider the lightpath protection required for D-SLDs. However, such application usually 
require strict backup for the working lightpaths.  Future work should focus on the lightpath scheduling problem 
under protection requirements. Also, we have not considered the ability to switch and schedule capacity in the form 
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of wavelength bands or wavebands. We propose to study the implications of waveband switching on our scheduling 
algorithms. 
 
We plan to investigate the end-to-end issues emerging from the mutual interactions between the bandwidth-on-
demand service-capable optical WDM network substrate layer and the application-driven highly reconfigurable 
higher layer in our future work.  In particular, we will focus on the DOE UltraScience Net and its capabilities for our 
investigation. We will also plan to transition our results to the DOE ESnet  which is the Department of Energy's 
high-speed production network. 
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Advances in the Fundamental Understanding of Coal Combustion Emission Mechanisms 
 
Wayne S. Seames,1 Mark R. Hoffmann,2 John Hershberger,3 Uwe Burghaus,3 Michael D. Mann,1 
Frank Bowman,1 David T. Pierce,2 and Evguenii I. Kozliak2  
wayne.seames@und.nodak.edu, John.Hershberger@ndsu.nodak.edu, mhoffmann@chem.und.edu  
University of North Dakota, Depts. of Chemical Engineering (1) and Chemistry (2), Grand Forks, 
ND 58202; North Dakota State University, Dept. of Chemistry, Fargo, 58105 (3)  
 
Program Scope 

Addressing the balance between maintaining low processing costs and mitigating 
environmental impacts will be one of the primary issues facing future sustainability for coal 
utilization.  A fundamental understanding of the factors most important to small-size PM emissions 
is necessary for the development of cost effective technologies that will mitigate the environmental 
impact of the substantial quantities of coal consumed for power generation. The ND DOE EPSCoR 
IIP formulates an interrelated set of projects focused on improving our understanding of the 
fundamental chemistry that determines the emissions profile of particulate matter (PM) and trace 
inorganic compounds during coal combustion (this is the program’s 1st year).  A balance of multi-
scale experimental and theoretical/computational studies focus on how inorganic compounds and 
fine fragmentation PM (FPM2.5) are formed during the coal combustion process and how the 
reaction products transform to their ultimate fates as emitted flue gas or collected fly ash. Three 
focus areas to properly understand trace element (TE) behavior are included: 1) Formation 
mechanisms and 2) partitioning of inorganic compounds during combustion as well as 3) post-
emission mechanisms.  Much of our work focuses on macro-scale modeling of TE interactions 
during combustion plus generating key data necessary to render these models useful through 
experimentation and molecular-scale computations. 

 
Recent Progress (for the 1st year of the project) 
FOCUS AREA 1:  FORMATION MECHANISMS 

Modeling. A modular structure is being developed for a first principles-based model of the 
behavior of TEs during pc-combustion to accommodate both existing and new sources of data. 
Because these models rely upon information generated in other tasks of this project as well as 
existing data and models, activities during the reporting period have focused on obtaining 
information on existing models and data stores.  Data acquisition and database development 
activities will continue during the next reporting period.  

Molecular scale experiments. Physical property data are being generated for their use in 
modeling.  We have devised a method that utilizes a graphite furnace atomic absorption 
spectrometer (GFAA) as the experimental platform for reducing condition physical property data 
measurements.  The other aspect of this project is making small transient metal-containing 
molecules such as diatomic metal hydride and oxide species in order to study their kinetics. 
Currently, the AlO molecule (generated in situ via multiphoton photolysis of Al(CH3)3 followed 
by reaction of the atomic Al formed with O2 or N2O) is under investigation. 

Large-scale experiments. A static high temperature materials test chamber has been designed 
and is under construction as a prototype of a 2-stage high temperature drop-tube furnace (HTDF) 
we intent to build in this project.  This chamber’s ultimate use will be to study the corrosion and 
degradation mechanisms of materials used in gasifiers and in oxy-combustion PC combustors.  It 
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is being built to similar specifications as the first stage of an HTDF that we will use to generate 
additional physical property data. 

Computational chemistry. An upgrade of our preferred variant of multireference perturbation 
theory for molecular electronic structures, i.e. second-order generalized Van Vleck perturbation 
theory (GVVPT2), has been made for the description of molecules relevant to the study of coal 
combustion. Specific molecular systems were examined and a few chosen for computational 
study, e.g., reactions of some of the transition metal monohydrides, i.e., CrH, FeH, TiH, MnH, 
with the small atmospherically relevant molecules NO, NO2 and OH.  Large scale multireference 
configuration interaction calculations (MRCISD) have been performed on CrH and FeH and on 
NO and NO- to provide calibration data for studies on the whole potential energy surfaces, which 
will be performed using GVVPT2.   

FOCUS AREA 2:  PARTITIONING MECHANISMS 

A portion of this task is to gain a better understanding of the formation mechanisms of fine 
fragmentation ash particles.  Baseline size-segregated samples of particles were extracted from 
the combustion of Blacksville bituminous coal in a 19kW downflow combustor’s post 
combustion zone using a Dekati low pressure impactor.  These samples were then examined 
qualitatively and quantitatively under scanning electron microscopes at Argonne National 
Laboratory (ANL).  Based on these results, a design of experiments’ matrix was developed for 
parametric study of particles in order to examine postulated formation mechanisms.   

The adsorption of n-butane and iso-butane on HOPG (highly-oriented pyrolitic graphite) has 
been studied by molecular beam scattering and thermal desorption spectroscopy (TDS). The 
initial adsorption probability, S0, decreases with impact energy, Ei, and is independent of surface 
temperature, Ts, i.e., molecular adsorption is present. The adsorption probability (S) increases 
with coverage (Θ), which is most distinct at large Ei and low Ts. Thus, precursor mediated 
(adsorbate assisted) adsorption is concluded. Coverage-dependent kinetics parameters have been 
obtained by directly fitting the TDS curves.  

FOCUS AREA 3:  POST-EMISSION MECHANISMS   

We have begun developing a macro-scale model for trace elements in the plume from coal 
combustion stack emissions.  The SCICHEM reactive plume model forms the core modeling 
framework on which our model will be built.  SCICHEM accounts for both plume dispersion and 
plume chemistry for gas, aqueous, and particulate phases.  Information on the speciation, 
partitioning, and reactions of these compounds is being gathered to help define the model 
parameters for these processes. 

As a screening step for the chemical activity of silica [SiO2/Si(100)], which is often used as a 
support, thermal desorption spectroscopy data have been gathered for a variety of gases such as 
n-nonane, n-hexane, n-butane, iso-butane, ethane, CO2, CO, O2, and H/H2. Whereas the alkanes 
with chain lengths larger than three adsorb with large binding energies (Ed = 50-70 kJ/mol), the 
activity towards the other probe molecules was found to be negligible (< 24 kJ/mol) down to 
adsorption temperatures of 95 K. The adsorption of n- and iso-butane has also been studied by 
molecular beam scattering and found to follow standard precursor-mediated adsorption 
dynamics. 

Our proposed method for characterization and fractionation of organic carbon (OC) with a 
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focus on frequently omitted polar species was validated. This was performed using three model 
PM materials of different origin and composition: wood smoke PM, diesel exhaust SRM 2975, 
urban PM SRM 1649. While wood smoke PM consists mainly of organic OC (61%), the portion of 
OC in both diesel exhaust and urban PM was found to be 10 %. Diesel exhaust PM consists mainly 
(90%) of elemental carbon while the major constituents of urban PM are inorganics.  

We have compared organic solvent extraction to hot pressurized (e.g., subcritical) water 
(HPW) extraction which allows for the separation of polar and non-polar organics using low and 
high temperatures, respectively. The major advantage of HPW is in the use of a single solvent, thus 
eliminating artifacts of organic solvents in carbon determination. Moreover, water allows for 
efficient extraction of polar species. The results show that the overall recoveries of OC, using both 
solvent extraction methods, are comparable. The extraction efficiencies of overall OC were ca. 
50% suggesting that 50% of OC is not extractable and thus remains irreversibly bound within the 
matrices of the PM. A higher portion of OC was obtained in the first (low-temperature) HPW 
fraction, due to higher polarity of water compared to methanol. Thus, a significant portion of OC is 
polar even for the relatively non-polar matrices such as diesel exhaust PM.  

 
Future Plans 

FOCUS AREA 1. By varying the delay between the vaporization pulse and the probe 
pulse, we will obtain the time-resolved kinetic profile of the metal hydride species. Initial work 
will be on species such as MnH, CdH, and CrH, as spectroscopic information is readily 
available. Subsequent work will expand these studies to other metals of interest, such as AsH and 
SbH. These species are expected intermediates in the near char reduced environment for TEs 
liberated that are organically associated or part of inclusions.  Reactions with a variety of 
species, including O2, CO, NO, NO2, H2S, and small hydrocarbon molecules, will be 
investigated.  

Clean graphite (HOPGE) and metal covered graphite surfaces will be used to determine the 
adsorption probabilities on unburned entrained PM carbon.  Then, CaO and Fe2O3 surfaces will 
be sampled to examine the possibility of adsorption at or near the active cationic reaction site.   

Experiments will be continued using the Graphite Furnace AA is an in situ simulation of 
burning char particles (reducing environment high in carbon, 1700 – 2100 K). Simulated 
inorganic particles (silica, silica-al particles coated with the target elements) will be inserted into 
the graphite furnace which will then be rapidly heated to establish vapor-liquid-solid 
partitioning.  The vapor phase concentration will then be measured using the spectroscopic 
techniques inherent in the GFAA.   

Because the GFAA/FAA experimental setup described above will not be sufficient to 
generate all of the data required for the models, a 2-stage high temperature drop-tube furnace 
(HTDF) will be designed and fabricated specifically for this project. Fabrication of the high 
temperature materials test chamber is approximately 70% complete and will be finished and 
commissioned during the next reporting period.  We will then move on to the construction of the 
HTDF. The HTDF will indirectly heat the 1st stage combustion environment up to 2400 K.  As 
such it will be capable of simulating the reducing environment of the near-char pyrolysis that 
initially impact inorganic elemental partitioning and forms of occurrence during coal 
combustion.  It will also be capable of simulating the entire combustion zone of the furnace – by 
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allowing small-scale combustion at realistic combustion temperatures.  The 2nd stage will be 
capable of simulating conditions in the near combustion environment as the particles transition 
from reducing to oxidizing or the post-combustion zone conditions (lower temperatures, longer 
residence times).  The data generated will be used in macro-scale modeling  

In computational chemistry (i.e., molecular-scale modeling), we expect to make significant 
progress on the computer program realizing a local orbital variant of GVVPT2 (i.e., one of the 
original year 1 goals) using the new Graphical Unitary Group Approach (GUGA) framework in 
the upcoming year. We will conduct computational examination of the reaction paths postulated 
for combustion involving main group oxo-acids (of As, Sb, and Se). 

In FOCUS AREA 2, to examine the postulated formation and partitioning mechanisms, 
particle examination will be performed. Parametric experiments changing the temperature- and 
fuel-to-oxygen ratio will be run in order to quantify their effects on the fine-fragmentation 
particle size range. Mass samples will be collected to form a particle size distribution (PSD) and 
determine if there is a shift of mass from the fine-fragmentation mode (FFM) to either the larger 
supermicron mode or the smaller ultrafine mode.  Coal ash particles will also be gathered to be 
analyzed by a scanning electron microscope (SEM).  The formation mechanisms are then 
determined and quantified from the SEM images by qualitatively viewing the shapes.   

In investigating post-emission mechanisms (FOCUS AREA 3), the extracted fractions will be 
characterized during the next reporting period by GC/MS with specific attention to polar species. 
The distribution of different functional groups with regard to their polarity will be also studied 
using nuclear magnetic resonance spectroscopy.  

 

DOE Sponsored Publications 
1. Funk, S., Nurkic, T., Burghaus, U.; Reactivity screening of silica. Applied Surface Science 253 

(2007) 4860-4865. 

2. Kadossov, K., Goering, J., Burghaus, U.; Molecular beam scattering of n-/iso-butane on 
graphite (HOPG), measurements. In progress, submittal expected spring, 2007. 

3. Song, J.; Apra, E.; Khait, Y. G.; Hoffmann, M. R.  High level ab initio calculations on the 
NiO2 system.  Chem. Phys. Lett. 2006, 428, 277-282. 

 
Software Development 

1. aoints – a new C language program to calculate integrals over atomic basis function of 
arbitrary angular momentum using Obara-Saika recursion. 

2. propints; properties – two new C language programs to calculate multipole integrals up to 
hexadecapoles, compatible with aoints. 

3. gvvpt2g – a new C language program to calculate second-order multireference perturbation 
theory corrections to molecular electronic structure, using GVVPT approach, in the GUGA 
framework. 
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Ro-vibrational Relaxation Dynamics of PbF Molecules
Neil Shafer-Ray, Greg Hall, and Trevor Sears

shaferry@physics.ou.edu, gehall@bnl.gov, sears@bnl.gov

Program Scope
In 1950 Purcell and Ramsey suggested that the electron might have a CP-violating elec-

tric dipole moment (EDM) proportional to its spin angular momentum[1]. This possibility
initiated an ongoing hunt for the e-EDM. This hunt has been spurred on by the recogni-
tion of the importance of CP-violation to the formation of a matter-dominated universe[2]
as well as by the marked difference in the prediction of the magnitude of the e-EDM by
Supersymmetry[3] and the Standard Model[4].
The current limit on the e-EDM is 1.6 × 10−27e·cm as determined in a Ramsey beam

resonance study of the Tl atom[5]. The PbF molecule provides a unique opportunity to
search for an even smaller moment. The molecule’s odd electron, heavy mass, and large
internal field combine to give it an intrinsic sensitivity to an e-EDM that is over three
orders of magnitude bigger than that of the Tl atom[6]. In addition to this increased
intrinsic sensitivity, the ground state of the PbF molecule allows for a "magic" electric field
at which the magnetic moment vanishes[7]. All of these advantages create an opportunity to
significantly lower the current limit on the e-EDM. These advantages can only be realized if
an intense source of ground-state PbF molecules can be created. The scope of this project
is to (1) create a rotationally cold molecular beam source of PbF, (2) achieve a continuous
ionization scheme for sensitive state selective detection of the PbF molecule.

Recent Progress
Previous workers have created the PbF molecule by cracking PbF2[8—12], by reaction of

fluorine with lead[13—16], and by the reaction of NF3 with lead in a continuous discharge[17].
We have discovered that the reaction of molten lead with MgF2 leads to the efficient pro-
duction of PbF. Our reactor source is shown in Fig 1. It consists of a nozzle constructed
from MgF2. Inside this nozzle is a small removable vessel in which lead pellet is placed.
When the nozzle is heated to temperatures above 900oC, the reaction of this lead with the
MgF2 vessel creates PbF. An inert buffer gas is used to carry this PbF product into the
vacuum chamber. The yield of PbF created in this way is comparable to the production
we achieved using a Pb+F2 flow reactor. The MgF2 reactor has the advantage of both
simplicity and stability.

molten lead

Figure 1: Pb+MgF2 reactor.

1101



Because of the weak intensity of our PbF source as compared to an atomic beam source,
it is desirable to choose an extremely sensitive detection scheme. Our first attempt at such
a scheme was 1+1 ionization of the molecule via the B-state of PbF[18]. Unfortunately, the
short lifetime of the B-state made rotational-state-resolution impossible. Despite the failure
of this strategy for state-selective detection, we were able to use this 1+1 ionization scheme
to determine the ionization potential of the molecule.
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Figure 2: 1+1 REMPI of PbF via the X-B transition

After B-state ionization proved an ineffective tool for state selective detection, we devel-
oped the ionization scheme shown in Figure 3. The scheme is doubly resonant, requiring
three sources of laser radiation. The first laser is used to drive the X→A transition at
436.7 nm. The second laser, at 476.7 nm, is used to drive the A→E0 transition that we have
begun to characterize. The third source of laser radiation is a frequency doubled Nd:YAG
laser that drives the E0 state to ionization. To attempt to characterize the vibrational struc-
ture of the E0 state, we fixed the frequency of laser radiation driving the X→A transition
to the Q-branch pile up at 22897cm−1 and scanned the laser driving the A→E0 transition.
The resulting vibrational structure is irregularly spaced and difficult to interpret. A second
vibrational level, centered at 442nm, shows similar rotational structure as does the transition
at 476.7nm whereas vibrational bands at 455nm and 463nm show no rotational structure
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indicating a very short E0-state lifetime.
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Figure 3: 1+1+1 REMPI of PbF via the X→ A and A→ E’ transitions.

Future Plans
In our present set up, the rotational state distribution of the PbF molecules entering our

vacuum system is hot, with only 1 molecule in 104 in the ground state. Because only the
ground state of the molecule is useful to an e-EDM measurement, it is important to gain
back this loss in population. We have already observed that when Neon is used as a carrier
gas, the population of ground-state PbF is enhanced by a factor of two, whereas the backing
pressure of He has little affect on the rotational state distribution. When the heavier
noble gasses (namely Ar, Kr, and Xe) are used, the ground state of PbF is diminished,
presumably because of the loss due clustering of the radical with the inert gas. We have
begun construction of a new pumping system that will allow us to create a true supersonic
molecular beam. When this machine is completed, we will be able to determine if Neon
can be used to rotational cool the PbF molecule.
We are also working to improve our detection scheme. Our current laser system operates

at just 10Hz, creating a detection duty cycle of 10−5. This five-order-of-magnitude loss in
sensitivity is not acceptable for an e-EDM experiment. To remedy this problem, we plan to
implement a continuous or pseudo-continuous source of laser radiation in order to drive the
X→A, A→E’ , and E’→PbF+ transitions. We have carried out saturation curves on each of
the three transitions and the lifetime of the E0 state has been measured. We are now in the
process of engineering an optical bench in order to state-selectively ionize a large fraction of
the PbF molecules entering the focussed waist of cw and pseudo-cw laser radiation.
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Fabrication of Cu-In-S Nanoparticles and Clusters
Pamela Shapiro, shapiro@uidaho.edu, University of Idaho Moscow, ID 83844-
2343

i) Program Scope

The original objective of this research project was to prepare monodisperse
chalcopyrite nanoparticles in a size-selective manner for use in third-
generation quantum dot-based solar cells.

These nanoparticles were to be formed from compounds of general formula
(R3P)2Cu(µ-ER')2In(SR')2 (E = S, Se),1 which have been used as single source
precursors (SSPs) for the chemical vapor deposition of thin films of the
photovoltaic material CuInE2

2-6 and for the solvothermal synthesis of CuInE2
nanoparticles.7,8 We planned to use calixarene macrocyclic templates to
control the size of the nanoparticles produced via the thermal decomposition
of the SSPs.

ii) Recent Progress

We discovered a photochemical route to chalcopyrite nanoparticles.9 UV
irradiation of solutions of the SSPs (oct3P)2Cu(µ-SR)2In(SR)2 (R = Et, t-Bu) in
a variety of solvents (dioctylphthalate, toluene, pentane) with a 200W mercury
arc lamp afforded ultrafine (1-2 nm) CuInS2 particles (Figure 1).

Over the course of the photolysis the UV-vis absorption onset of the solutions
shifted to longer wavelengths, indicating particle growth. Consistent with this,

Figure 1. TEM micrographs of CuInS2 nanoparticles formed from (Poct3)2CuIn(StBu)4
by (a) photolysis in dioctylphthalate (DOP), (b) thermolysis at 170°C in DOP.
(a) photolysis in dioctylphthalate (DOP) and (b) thermolysis in DOP at 170°C.
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the color of the solutions changed from colorless to yellow to orange to red
(Figure 2).

Curiously, the shape and position of the emission band of the products did not
change over the course of the photolysis, although its intensity increased. The
powder XRD pattern of the nanoparticles was consistent with that of bulk
CuInS2 (roquesite) (Figure 3).

Since precursor photodecomposition is complete within five hours, we
recently explored the possibility of isolating and structurally characterizing
clusters formed during the initial stages of the photolysis. Clusters
Cu9In10S9(SEt)21(PPh3)3 (1) and Cu11In6S7(StBu)15 (2) (Figure 4) were isolated

Figure 2. Vials of samples from the irradiation of 20 mM solutions of (Poct3)2CuIn(SEt)4
in DOP for (from left to right) 0, 2, 4, 6, 8, 11, 21, 30, 50, 74, 124, and 218 h.

Figure 3. XRD pattern of nanoparticles (black) with calculated XRD pattern of bulk
CuInS2 (roquesite) (blue).
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from the 5-7 hr photolysis of toluene solutions of (Ph3P)2CuIn(SEt)4 and
(Ph3P)2CuIn(StBu)4, respectively.10 Cluster 1 is an incomplete supertetrahedral
T4-like cluster and exhibits the adamantoid structure of bulk CuInS2 (with one
copper atom and one indium atom in swapped positions) and an inorganic
core of formula Cu9In10S30. Cluster 2 has a copper rich core with the formula
Cu11In6S22. Photolysis of (Ph3P)2CuIn(SCH2CH2C(O)OMe)4 under similar

conditions produces red, rhombohedral crystals in good yield. Due to the
quasi-periodicity of the lattice in these crystals, we have not yet obtained a
single-crystal X-ray structure of this material.

iii) Future Plans

We plan to develop HPLC/MS methods for analyzing the cluster products in
order determine the selectivity of reaction and to see if we can optimize
cluster yield by fine-tuning the reaction conditions. We also plan to determine
the mechanisms of SSP decomposition and cluster growth. Using
monochromatic radiation from pulsed Nd:YAG and dye lasers, we will explore
the effect of the wavelength and the intensity of the radiation on the selectivity
of the photolysis and determine if we can control the size of the cluster
products by controlling these parameters. Finally, we plan to apply this
method to cluster synthesis from other precursors in order to explore the
effect of varying the the thiolate ligands, the phosphine ligands, the

Figure 4. Ball and stick drawings of the molecular structures of clusters 1 (left) and 2 (right). Color
scheme: Cu (blue), In (green), S (orange), P (pink), C (grey). Hydrogen atoms are omitted for
clarity
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chalcogens (S,Se,Te), the group 11 metals (Cu,Ag) and the group 13 metals
(B, Al, In, Ga) on the structures of the clusters.
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Key Physical Mechanisms in Nanostructured Solar Cells 

Principal Investigator: Valeria Gabriela Stoleru, Materials Science and Engineering, University 

of Delaware, Newark, DE; gstoleru@udel.edu  

Co-Principal Investigator: Christiana B. Honsberg, Electrical and Computer Engineering, 

University of Delaware, Newark, DE; honsberg@udel.edu 

Collaborator: Andrew G. Norman, National Renewable Energy Laboratory, Golden, CO; 

andrew_norman@nrel.gov 

A. Pancholi and Y. C. Zhang, Materials Science and Engineering, Univeristy of Delaware, 

Newark, DE 

Program Scope 
Nanostructured solar cells (which include quantum dot-, quantum well-, and quantum wire-based 

solar cells) have attracted significant interest in recent years since they offer the promise of both 

high efficiency and low cost, offering a way to reach thermodynamic efficiency limits as well as 

cost targets. High efficiency is achievable because nanostructured materials are required in order 

to implement several advanced-concept solar cell designs which can exceed the one-junction 

Shockley-Queisser efficiency limit, such as solar cells utilizing the two-photon absorption and 

impact ionization processes, and the quantum well or the intermediate band solar cells, which 

incorporate multiple-energy levels. Further, through processes such as up/down conversion, they 

allow improvement of existing solar cell efficiencies through the addition of coatings containing 

nanostructures. In addition to their efficiency potential, nanostructured solar cells offer the 

promise of low cost since substantial research efforts are focused on developing low-cost self-

assembly approaches to fabricate nanostructures. 

While generalized efficiency-limit calculations have predicted high efficiencies for 

nanostructured solar cells, substantial fundamental theoretical and practical challenges still exist 

in their implementation. A central factor hindering their development are the theoretical and 

experimental unknowns regarding the excitation, recombination, and transport properties of solar 

cells. The goal of the proposed research is to theoretically and experimentally investigate the 

excitation, recombination, and transport properties on which advanced concept solar cells rely. 

More specifically, the goal of the project is to study physical and loss mechanisms in 

nanostructured solar cells and determine properties of nanostructures required for high efficiency 

solar cells, develop optimum solar cell designs based on experimental findings, and determine 

the most important properties of the nanostructured solar cells. The proposed work primarily 

focuses on nanostructure based intermediate band solar cells using multiple absorption and 

multiple energy level approaches. 

 

Recent Progress  
Both structural and optical characterization of multi-stacked strain compensated 

In0.47Ga0.53As/GaAs1-xPx quantum dot structures were grown on (311)B GaAs substrates by using 

metal organic vapor phase epitaxy. The structures chosen as a model system for investigating 

intermediate band solar cells consist of 50 layers of (In,Ga)As quantum dots separated by GaAsP 

barriers ~ 10 nm thick, in which the phosphorus content was varied between 0.8 and 18%.  
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Figure 3: Temperature dependent TRPL on 

samples with different P barrier composition.  
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A typical TEM micrograph of the structures studied is shown in Fig. 1. The image shows the 

formation of pseudomorphic, dislocation-free arrays of vertically-coupled quantum dots, with 

average height and lateral extent of ~ 4 nm and 40-50 nm, respectively. 

 

 

 

 

 

 

 

 

Temperature and excitation dependent time-integrated and time-resolved photoluminescence 

(PL) measurements have been conducted and analyzed. We observe reduced PL linewidth in the 

samples with phosphorus containing barriers compared to the similar structure with no 

phosphorus in the barrier, indicating more uniform QD size distribution, as illustrated in Fig. 2. 

This may be due to the strain compensation effect in which the residual compressive strain of 

buried QD layer does not have a strong effect on the growth of the next QD layer. The increase 

in PL linewidth with excitation density is due to more quantum dots contributing to PL spectrum 

with increase in excitation density. Although the dots still form a vertical self-alignment, the 

sizes of the subsequent layer dots are not necessarily larger than the dot in previous layer as they 

usually do in the multi-stacked (In,Ga)As/GaAs uncompensated QD structures.  
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Figure 1: Transmission electron micrograph of multi-stacked InGaAs/GaAsP quantum dot structure (A.G. 

Norman, NREL) 

Figure 2: PL linewidth comparison between 

samples with 18 % P to no P in barrier layers. 
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From time-resolved measurements we also found an increased radiative lifetime at room 

temperature in samples with higher phosphorus content in the barrier layer (see Fig. 3), which 

may be due to (i) the lower dislocation density as a result of strain compensation and/or (ii) 

strong carrier confinement in the QDs provided by the barrier. We also studied the effect of 

electronic coupling on radiative lifetime in the multi-stacked QD structures. An attempt is being 

made to calculate the energy levels of these structures theoretically by using an eight band k·p 

formalism in which the strain is incorporated and compare the results with the experimentally 

measured data. 

We also measured low temperature (T = 77 K) polarization dependent PL from the cleaved edges 

on all samples. The QD ground state emission was identified to be transverse electric (TE) mode 

dominated, indicating the dominant transition from the electron ground state to the heavy-hole 

ground state. Unlike the dots grown on GaAs (001) substrate, where the TE mode of the field is 

parallel to the dot base (i.e. the sample surface), the TE mode of the electric field showed ~5-6° 

deviation from the sample surface for the dots grown on GaAs (311)B substrate, as shown in Fig. 

4(b). This can be attributed to the shape anisotropy of the dots resulted by the substrate 

orientation, as verified by the structural transmission electron microscopy analysis. A schematic 

explanation is provided in Fig. 4(a).  The dots grown on (311)B substrates are also aligned at 

about 9° to the surface normal, which is not the case for the dots grown on (001) substrates. 

Based on a continuous elasticity model, this inclination angle can be explained by a surface 

strain field driven by the buried dot. Our studies provide information about the optical anisotropy 

and spatial ordering of QDs which may be useful in designing the optical coupling for solar cells 

based on QDs grown on off-oriented substrate.  

  

 

 

 

 

 

 

 

 

Light I-V curve (Fig. 5(a)) shows that by adding P to barrier layers to achieve strain balance 

leads to a significant increase in VOC. We also observe reduced current density in Si doped 

InGaAs/GaAsP QD superlattice (SL) cell in comparison to control cells, which is probably 

associated with the Si δ-doping. Effective quantum efficiency curves (Fig. 5(b)) show that both 

InGaAs/GaAs and InGaAs/GaAsP QD SL devices have photoresponses extended to longer 

wavelengths than those of the control cells. 

 

Figure 4: (a) Schematic explanation for asymmetric QDs grown on (311)B GaAs substrate. (Inset: TEM 

micrograph with asymmetric QD [A.G. Norman, NREL]); (b) Edge emission polarization of QD structure 

grown on (311)B substrate. 
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Future Plans 
The goal of the proposed project is to demonstrate physical mechanisms which have not been 

previously observed in high efficiency nanostructured photovoltaic solar cells, to experimentally 

characterize the structures and the devices in order to determine the impact and the causes of 

non-idealities, to develop models which include non-idealities and can be used to determine 

device design rules and optimum solar cell structures based on the new physical mechanisms, 

and finally, to experimentally implement optimized device structures. The research plan is 

divided into several components:  

(1) Growth and characterization of quantum well and quantum dot nanostructures; 

(2) Theoretical studies, growth and characterization of quantum well- and quantum dot-

based devices, in order to facilitate the demonstration of radiative coupling between 

multiple quasi-Fermi levels in nanostructured multiple energy level solar cells;  

(3) Theoretical studies, growth and characterization of devices in order to support the 

demonstration of: (a) transport of carriers in solar cells in which the nanostructures 

(quantum wells, quantum wires, or quantum dots) are spaced such that their wave-

functions do not overlap, and (b) transport of carriers in closely-spaced quantum dot 

nanostructures; 

(4) Modeling, growth, fabrication, and characterization of quantum dot- and quantum well-

based solar cell devices. 
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1. Y.C. Zhang, A. Pancholi, V.G. Stoleru, Size-dependent radiative lifetime in vertically 

stacked (In,Ga)As quantum dot structures, Appl. Phys. Lett. 90, 183104 (2007). 

2. A. Pancholi, Y.C. Zhang, H. Shah, J. Boyle, P. Pancholi, A.G. Norman, V.G. Stoleru,  

Carrier dynamics in multi-stacked In0.47Ga0.53As/GaAs1-xPx quantum dot solar cells 

structures, submitted to MRS Fall 2007 Meeting, Boston, Nov. 2007. 

3. Y.C. Zhang, A. Pancholi, H. Shah, J. Boyle, P. Pancholi, A.G. Norman, V.G. Stoleru, 

Optical anisotropy of InGaAs/Ga(As,P) quantum dots grown on GaAs (311)B substrates, 

submitted to MRS Fall 2007 Meeting, Boston, Nov. 2007. 

4. J. Boyle, V.G. Stoleru, Bandstructure engineering in InAs/GaAsSb/GaAs quantum dots 
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EPSCOR program at OCHEP

Flera Rizatdinova, Mike Strauss
Oklahoma State University, The University of Oklahoma

The Oklahoma Center for High Energy Physics (OCHEP), an inter-university center for
research and education in High Energy Physics (HEP) has been established and is fully
operational with the support from a DOE EPSCOR implementation grant. The center is
composed of three universities, Oklahoma State University (OSU), the University of Ok-
lahoma (OU), and Langston University (LU), with all active high energy physicists in the
state of Oklahoma participating as members in the center. The two major objectives of the
DOE EPSCOR grant were (1) to initiate an experimental HEP program at OSU and (2) to
establish a Grid Computing Facility at OU. These two objectives have been accomplished.
The OSU experimental HEP group is now an official member of the D0 Collaboration at
Fermilab and the ATLAS Collaboration at CERN. OU and LU are part of the Southwest
Tier 2 Center for ATLAS and is contributing actively to Large Hadron Collider (LHC) and
Tevatron data processing and Monte Carlo simulation.

1 Progress of the OCHEP experimental projects

In the past three years, the OCHEP experimental group has performed research at the D0
experiment at the Tevatron and at the ATLAS experiment at the LHC.

Members of OCHEP have made significant contributions to the D0 experiment through
their research and leadership roles in crucial areas of the experiment. These are:

• Discovery of the single top quark production. Recently, the D0 experiment has
announced the evidence of the single top quark production [1]. The primary OCHEP
contributor was S. Jain, a postdoctoral fellow working together with OU professor Dr.
P. Gutierrez. She has also investigated the production of single top quarks through
flavour-changing neutral current interactions. These results are summarized in [2]. Dr.
Rizatdinova finalized her analysis on ratio of the branching fraction t → Wb to the
total branching fraction t → Wq. This measurement published in [3] sets an new limit
on the mixing of the top quark with possible undiscovered fermions.

• Higgs boson searches. OCHEP member Dr. Khanov from OSU leads the D0
Collaboration effors in searches for both Standard Model (SM) and non-SM Higgs
bosons as a co-convenor of the D0 Higgs group. Several papers have peen submitted to
the publication under his leadership. He also conducted a search for the assosiated SM
Higgs production (pp̄ → WH) where Higgs decays to a pair of W bosons. The result
[4] represents the world’s best upper limit on Higgs boson production in this mode.
OU group (Prof. Guttierrez, Drs. S. Jain, A. Pompos and S. Hossain) are looking for
a charged Higgs boson production in the top quark decays.

1
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• Discovery of the B
s
oscillations. B. Abbot, P. Gutierrez and M. Strauss from OU

are active participants of the B-physics group at D0. Abbot served as a co-convener of
this group, and later served as a convener of B mixing and lifetime subgroup. D0 has
published the first evidence for B

s
oscillations [5] with the frequency consistent with

the SM expectations.

• Tracking and trigger at D0. One of the most important areas of the D0 experi-
ment is identifyin charged particles and measuring their position and momentum. Dr.
Strauss is a co-convener of the tracking group. Under his leadership, Dr. Khanov
and Dr. Rizatdinova adapted the newly installed silicon tracker layer into tracking
software, and studied the tracking performance of the upgraded tracker. Postdoctoral
fellow A. Pompos from OU was in charge of the trigger operations and the maintenance
of the trigger lists for the whole experiment.

Research interests of the OCHEP group at the LHC are focused on understanding the
mechanism for electroweak symmetry breaking (EWSB). One primary focus is on the search
for a heavy charged Higgs boson predicted by extentions of the SM. Presence of heavy flavor
jets is a characteristic feature for many physics channels involving charged Higgs boson
production and decay. At ATLAS, OCHEP members mainly contribute to:

• b-tagging algorithms. Drs. Rizatdinova and Khanov have implemented and tuned
a simple b-tagging algorithm that has been initially developed by them for the D0
experiment. The tagging performance of the algorithm has been studied. Currently,
the algorithm became a one of the default ATLAS b-tagging algorithms.

• Upgrade of the pixel detector. Drs. Rizatdinova’s and Skubic’s interest in hard-
ware development is focused on vertex detectors. They are committed to pixel detector
research and development to improve the characteristics of the existing pixel detector.
In August 2006, OCHEP members together with colleagues from Ohio State University
irradiated four optoboards with PIN and VCSEL arrays from various vendors using
24 GeV protons at CERN. It was found that responsivity of PiN diodes went down
by factor of 2. All VCSEL arrays except the one died after irradiation to the level of
SLHC doses. The next step is the creation of the test stand for further measurements
of the PIN diodes lifetimes.

2 Progress of the OCHEP theoretical projects

The OCHEP theoretical group is invloved in cutting edge research in a wide range of theo-
retical HEP topics. The focus is on phenomenology of Higgs boson physics, physics of extra
dimensions, neutrino masses and oscillations, Grand Unificied theories, dark matter, PT-
symmetric quantum field theory, and the Casimir effect. A brief summary of these projects
completed in the last three years is given below.

• A new Higgs doublet model has been proposed by Dr. Nandi and his graduate
student Gabriel. It provides an alternative mechanism for tiny mass of neutrinos nad

2
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predicts new signals for Higgs boson at LHC. One of the features of this model is that
it predicts that the SM Higgs boson will decay to two practically massless Higgs bosons
[6].

• Unification of all the SM particles in extra dimensions has been considered
by Dr. Nandi and his collaborators. Dr. Nandi together with his colleagues con-
structed a model based on the SU(8) gauge symmetry in six dimensions with N = 2
supersymmetry. The model predicts unification of the Yukawa couplings for the third
family fermions with the gauge couplings at the unification scale of 2×1016. They also
constructed a model which unifies the Higgs couplings of the NMSSM with the gauge
couplings, which predicts an interesting implications for the Higgs mass and top quark
mass [7].

• Fermion mass hierarchy and flavour violation. Dr. Babu with his collabora-
tors have constructed realistic models of quark and lepton masses in the context of
the anomalous U(1) flavor symmetry of string origin employing the Frogatti-Nielsen
mechanism [8].The model predicts observation of µ → eγ decay by ongoing exper-
iments. It also predicts that EDM of neutron and electron should be close to the
current experimental limits.

• Post-sphaleron baryogenesis. Dr. Babu has proposed a new mechanism for gener-
ating the baryon asymmetry of the universe [9]. In this scheme, a SM singlet scalar field
S which has a mass of order of 100 GeV decays directly into baryons and antibaryons
and produces asymmetry. S couples to ∆B = 2 operator via exchange of colored
scalars, which arise naturally in Pati-Salam SM extention. Babu’s model predicts the
LHC should see colored scalars carrying baryon number with masses of order of TeV.
It also predicts existence of neutron-antineutron oscillations that are within the reach
of the next generation experiments.

• Supersymmetric model building. Dr. Babu has addressed the tachyonic slepton
problem of anomaly mediated supersymmetry breaking models. Babu with his collab-
orators proposed an SU(3) family symmetry for lepton fields, which provides positive
squared masses for sleptons. In a second project an extra U(1) symmetry was sug-
gested that is broken along with SUSY at the TeV scale. Both models are easy to
check at the LHC.

• Nonperturbative quantum field theory is the focus area of Dr. Milton. Specifi-
cally, he has helped to set new limits on monopole masses, studied the temperature and
local divergence structure of quantum vacuum energy, and developed new alternative
non-Hermitian quantum field theories which may have an important implications in
describing new physics.

• Electroweak symmetry breaking Dr. Kao is investigating a mechanism by which
particles acquire their masses, the reasons why top quark is so heavy and neutrino is
so light, supersymmetry between bosons and fermions.

3
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3 Grid computing

OCHEP institutions have been chosen by ATLAS management to be part of the Southwest
Tier 2 facility. OCHEP has purchased and deployed a large computing cluster with 45 dual
P4 Xeon nodes as part of facility encompassing diverse computing resources. This facility
serves as a regional analysis center with a significant effort devoted to Tevatron and LHC
experiments.

4 Conclusions

OCHEP is fully operational. Faculty members, postdocs and graduate students have pub-
lished 114 research articles and have presented 77 tals at national and international confer-
ences during three years of the EPSCOR support.
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I.) Program Scope: 
 
The demand for alternative energy technology to reduce our dependence on fossil fuels along with their 
environmental impacts leads to very important regimes of research, including that of high temperature 
energy harvesting via the direct recovery of waste heat and its conversion into useful electrical energy.  
Thus, the development of higher performance thermoelectric (TE) materials for power generation from 
waste heat recovery or solar energy conversion is becoming ever more important. As an example, solar 
cell and thermoelectric cooperative devices can be used in a solar energy system to transform stored 
heat from a thermal bath storage system into useful electrical energy. Also, a TE device can be directly 
coupled to a solar collector/concentrator system. An excellent overview of the state of the art TE 
materials, as well as an overview of recent developments is given in the following references. [1, 2]  
 
Over the past decade there has been a heightened interest in the field of TE’s driven by the need for 
more TE efficient materials for both electronic refrigeration and power generation. [3, 4] Some of the 
research efforts focus on minimizing the lattice thermal conductivity while other efforts focus on 
materials that exhibit large power factors. Refrigeration aspects include applications such as cooling 
electronics (e.g. CPU chips) and optoelectronics (IR detectors and laser diodes) for enhanced 
performance. [5] The modular aspects of TE cooling devices make them applicable to a wide range of 
uses.  One of the largest current markets incorporates TE cooling devices into automotive seat coolers.  
Power generation applications are especially important in deep space missions (NASA) where the need 
for a reliable long-term power source is an absolute necessity.  Other technologies such as fuel cell 
batteries or solar power are not feasible for many of these applications. Given the recent energy needs 
experienced in the United States there is even a more pressing need to investigate alternative energy 
conversion technologies, such as thermal to electrical energy conversion from natural heat gradients 
that TE technologies can provide,. The incorporation of TE power generation from recovery of the large 
amount of waste heat (≈ 2/3 of generated power) from an automobile’s exhaust or engine and 
harvesting this into usable “on-board” electrical energy can provide a reduced demand for fossil fuels 
and reduce their detrimental impact on the environment. [6] In addition, the possibilities within the 
solar energy conversion technologies may even be much more important.  It is not likely that any single 
technology can solve all the nation’s energy needs of the 21st century. It is most probable that it will be 
a combination of many technologies, one of which we believe will be TE energy conversion.  
 
II.)   Recent Progress: 
  
The major programmatic impacts of Phase I funding was the hiring of a new faculty member and the 
acquisition of several major pieces of experimental equipment. Prof. Drymiotis was a new faculty hire 
under the Phase I part of the program. He was able to establish a state-of-the-art bulk materials 
synthesis laboratory.  We were able to acquire several major pieces of equipment for enhancement of 
the research infrastructure. These include: (a) a Netzsch 457 laser flash diffusivity system, (b) a Netzsch 
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404 high temperature DSC (these two combined allow for high temperature thermal conductivity 
measurements on bulk materials) (c) a Thermal Technology hot isostatic press to provide high quality 
densified polycrystalline materials, (d) a Rigaku X-Ray Diffraction apparatus, (e) an Ulvac ZEM-2 high 
temperature resistivity and Seebeck measurement system and (f) a UV-visible spectrometer that was 
used to determine the position of the surface plasmon absorption peak Bi nanowires (10 nm). 
 
One of our major scientific successes in Phase I of this DOE Implementation program has been the 
ability to synthesize thermoelectric nanocomposite materials.  A nano-composite is a bulk material, that 
may weigh several grams, which is comprised of a bulk matrix of one thermoelectric material that has 
had a large fraction of nanomaterials incorporated into the bulk phase. This second phase of 
nanomaterials is typically also a good TE material, which may be the same composition as the host or 
may be very different.  A requirement is that one must be able to synthesize large quantities of the 
nanomaterials that will eventually be incorporated into the nanocomposite, typically via a hot pressing 
technique of the nanomaterial and the bulk phase.  
 
Using CVD or Hydrothermal Methods:  We have been very successful in using both CVD (chemical 
vapor deposition) methods and hyrdrothermal methods to synthesize large amounts of TE 
nanomaterials.  For example, we used a CVD method to grow large amounts (100’s of mg) of the TE 
material, PbTe and doped PbTe as shown in Figure 2 below. [7] It is apparent from Figure 1 that the 
PbTe nanoparticles are about 100 nm cubic particles. We are able to grow large quantities of size 
selective particles ranging from about 50 nm up to 2 µm or so.  The composition and phase purity is 
confirmed by X-Ray diffraction measurements as shown in Figure 1.  
 
 
 
 
 
 
 
 
 
 
 
  
 
We have used CVD methods in order to obtain large yield growth of nanostructures of several TE 
materials including Bi2Te3. In addition, we have also used solvothermal and hydrothermal methods in 
order to yield large quantities (grams per growth) of other TE materials such as: PbTe, Bi2Te3, Bi2S3 
and CoSb3.  Skutterudite nanomaterials were also grown via this technique, such as CoSb3. The 
techniques are described in more detail elsewhere.  [24, 8]  The nanomaterials can vary in size from 
several nanometers to submicron and subsequently even several micron size materials, depending on 
the material and the conditions. These materials are then incorporated into a bulk structure using our hot 
pressing capabilities and investigated as a bulk composite made up of the parent material and the 
incorporated nanostructured material. In addition, we have synthesized large amounts of nanoscaled 
CoSb3 and mixed with other non-reactive nanomaterials though hot pressing. Incorporating these nano-
particles into a composite should lower the lattice thermal conductivity.  Results on each system will be 
presented.  It has been known since the 1980s that the ZT for highly disordered PbTe alloys with a 

1 µm

 

 

Figure 2.  PbTe nanoparticles (100 nm) grown 
by CVD are shown above. The PbTe structure 
is confirmed by X-Ray (right). 
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mean grain size of 1 µm could be ~10% higher than the equivalent single-crystal value. In addition, we 
believe that investigations of the interface of these nanostructures and its role after hot pressing could 
be very interesting scientifically. We have recently developed a technique with which the hydrothermal 
techniques are used to grow the nanostructures directly onto seed particles. [9] The seed particles can be 
either nanoparticles or small particle size-grains.  This has been performed successfully in the PbTe 
system and these results will be discussed.  
 
III.)  Future Plans: 
 
An exciting possibility for increasing the efficiency is based on preparing thermoelectric materials that 
includes an inherent nanophase component. This research direction has been motivated by several 
recent theoretical and experimental investigations.  It was proposed by Hicks et al. that an increase in 
ZT can be expected due to an increase in the electronic DOS per unit volume in quantum-well 
structures. [10] The results from an experimental measurement of a 2-D PbTe/Pb1-xEuxTe quantum well 
system found such a large increase in the figure of merit confirming this prediction. [11] Thus, by 
shrinking conventional thermoelectric materials to the nanoscale it may be possible to convert these 
materials into higher efficiency materials. [12, 13] Certainly low dimensional structures of TE materials 
have shown to possess higher ZT values than their bulk counterparts such as the PbTe quantum dot 
structures [14] and the Bi2Te3/Sb2Te3 superlattice materials have already been shown to be quite 
feasible. [15] Therefore we plan to: 
 
• Develop methods of synthesis and investigate thermally stable phases of TE materials embedded 

with nanoparticles of a semiconducting phase (e.g. rare-earth oxides).  
• Utilize current method of hydrothermal and solvothermal synthesis of nanostructures in order to 

incorporate these nanostructures into a matrix of a high ZT filled TE materials, thus forming a TE 
nanocomposite. Hopefully, point defect, strain field and two-phase effects will yield significant 
reductions in the lattice thermal conductivity.  Investigate effect of nanoparticle size and density 
of nanoparticles on phonon scattering; and investigate κL reduction by employing distributed 
particle sizes to scatter phonons over a broad spectrum.   

• Utilize spark plasma sintering techniques to form highly densified TE nano-composite materials.  
Investigate role of overall density on the specific thermoelelctric properties of the nano-
composites. 

• Develop the TE phenomenology of composites through investigation of effects of microstructure 
and bandgap on thermopower and electrical conductivity in order to provide the basis for 
identifying and evaluating the relevant transport mechanisms that can contribute to the 
enhancement in the power factor, α2T/ρ.  

• Characterize the structural, electrical and thermal properties; and subsequently analyze and model 
the TE properties. This will occur over a broad range of temperature from 10 K up to 
temperatures as high 1400 K. 

 
Summarizing, the proposed composites and nano-composites will contain selective second TE phases 
or nano-inclusions, and that the microstructure and local composition must not change at high 
temperatures (e.g, 600-800oC). The role of the specific nanoparticles, size and/or density of 
nanoparticles and the interface effects and interface materials will be a major focus of our Phase II 
investigations. The composites to be designed are to have the following material characteristics:  
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Project Scope 
  This UCoMS research is funded by U.S. DoE and Louisiana Board of Regents, involving faculty 
members from three Louisiana institutions (with the project key investigators listed in the footnote below). The 
project involves three research areas: wireless and sensor networks, Grid computing, and applications, with the 
goals of creating new knowledge to push forward the technology forefronts on pertinent research topics, 
developing and disseminating software codes and toolkits for the research community and the public, and 
establishing system prototypes and testbeds for evaluating innovative techniques and methods.  It targets at the 
petroleum applications to arrive at technical solutions for production data logging and processing, reservoir 
development optimization, and infrastructure monitoring and intrusion detection.  Such applications require 
intensive computing, large storage space, and/or high speed, real-time data acquisition, calling for collaborative 
effort of investigators with diverse background and technical skills exemplified by this research team [24]. 
 The ultimate goal of this UCoMS project lies in deriving an end-to-end solution for a petroleum 
production application.  The end-to-end solution involves sensor data gathering and wireless transmission, 
sensor data storage following the WITSML standard format, reservoir simulation using the computational Grid 
testbed established with gathered live data as its inputs, and outcomes visualization for production management 
use.  The goal is to be achieved by fulfilling ten technical milestones: (1) to develop and evaluate efficient and 
energy-saving sensor networks, (2) to design and assess high-bandwidth and reliable wireless communication 
protocols, (3) to develop and test Grid application toolkits and relevant Cactus thorns, (4) to pursue and 
implement enhanced resource information and data management services for computational Grids, (5) to 
implement and demonstrate reservoir simulation studies using the Grid, (6) develop and evaluate outcome 
visualization software, (7) to develop and implement a unified Grid portal for steering and managing 
implemented infrastructure, functions and software, (8) to design and fabricate an energy-saving sensor 
processors, (9) to implement and evaluate object recognition and tracking techniques for monitoring use with 
video data, and (10) to develop and evaluate efficient Grid task execution management service. 
  
Recent Progress 

This UCoMS research cluster has made considerable progress in all the three research areas: wireless 
and sensor networks, Grid computing, and applications, in terms of new knowledge creation, software code 
development and dissemination, and system prototypes and testbeds establishment.  Industrial and academic 
partners in the areas of petroleum production testing and petroleum IT application have been formed 
successfully.  Collaborative work among investigators from participating institutions has yielded the 
establishment of a Grid testbed comprising computer clusters at Center for Advanced Computer Studies (CACS, 
UL Lafayette) and at Center for Computation & Technology (CCT, LSU) for application program execution.  A 
wireless mesh network has been developed and deployed at the UL campus as a key testbed for evaluating and 
fine-tuning new techniques and algorithms in connection with wireless and sensor networks developed by 
UCoMS researchers. A unified Grid portal has been developed and implemented for steering and managing 
                                                 
This project was supported in part by the U.S. Department of Energy under Award Number DE-FG02-04ER46136, and by 
the Board of Regents, State of Louisiana under Contract No. DOE/LEQSF(2004-07)-ULL. Key investigators of this project 
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Boyun Guo, Edward Seidel, John Smith, and Douglas Moreman.  The project is directed by Michael Khonsari (with 
Louisiana Board of Regents).  Questions regarding this article can be directed to the lead PI at tzeng@cacs.louisiana.edu  or  
through phone no. (337)482-6304. 
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implemented infrastructure, functions and software, through collaborative effort extensively by investigators 
from three involved institutions [23].  The standardized data format for sensor data acquisition and storage has 
been ironed out by UL and LSU investigators, following the WITSML (Wellsite Information Transfer 
Standard Markup Language) standard, facilitating the development of Cactus thorns for automatic parallel 
processing of applications inputted with those data.  Key project progress is highlighted in sequence.  

■ Unified UCoMS Portal.  As a diverse research cluster, UCoMS encompasses various disciplines each with 
its new techniques and software modules/tools together for an end-to-end solution, calling for a unified user-
friendly interface to take advantage of UCoMS solutions.  We have developed and deployed such a unified 
portal to steer computation-intensive reservoir simulation (which involves massive amounts of data), to 
control wireless sensor networks (to collect and process real-time data from production sites), and to manage 
reliable and high-bandwidth communications over a wireless mesh network (for streaming production data 
collected in the field to the computational and storage Grids) [23].  The portal has been largely completed, 
with certain new portlets to be added for expanding its capability called upon by users. 

■ Wireless Mesh Network Testbed.  A wireless mesh network testbed has been completed, and it comprises 7 
routers currently, each with two IEEE 802.11a/b/g radio cards, to cover approximately 70 acres on the UL 
campus.   The testbed has been evaluated using video streams and large file transfers, and it will be expanded 
to contain 12-15 routers and to incorporate remote video surveillance cameras and sensor ad hoc networks. 

■ Computational Grid.  A computational Grid has been established to include computer clusters located at 
CACS (namely, CANGrid and CANBlade), at CCT (namely, SuperMike and SuperHelix), and at the Thai 
National Grid.  It enables the empirical evaluation of new Grid computing techniques and petroleum 
applications we have developed under this research cluster effort. 

■ Research Outcomes and Publications.  The research cluster has yielded rich research findings, leading to 
impressive publications and presentations in major journals and various technical conferences.  Research 
topics carried out are listed below according to the research areas. 
Wireless and Sensor Networks 

Six research topics in this area have been pursued by project investigators recently, including (1) An 
effective prioritized medium access control (MAC) protocol based on the binary countdown approach to 
differentiate packets in multiple service classes following their priority levels, achieving the support of 
different service levels for the first time [1], (2) Minimum-cost data delivery in heterogeneous wireless 
networks, which was identified to be NP-hard [2] and then was solved using linear programming (LP) for 
reducing the overall communication cost effectively, with small overhead (< 3%) for signaling, computing, 
and handoff, (3) Energy-efficient framework for wireless sensor networks, which are critical, given that each 
sensor node relies on its limited battery power for data acquisition, processing, transmission, and reception; 
our proposed framework aims to reduce the number of queries for the sensor energy status dispatched by 
cluster heads using two types of energy reading information aggregates: range-based and location-based ones, 
as detailed in two publications [3, 4], (4) Energy-efficient communications, realized via integrated power 
control and load balancing for even distribution of sensor residual energy, thus prolonging the lifetime of 
overall wireless sensor networks [5], (5) RFID-based 3-D positioning schemes, which can locate an object in 
a 3-dimensional space, with reference to a predetermined arbitrary coordinates system, by using RFID tags 
and readers, following the active and the passive positioning schemes [6], and (6) Automated scene 
surveillance by network of sensors and data fusion, which includes object processing units, an object 
detection module, and a multi-agent tracking system for scene understanding in our design to support object 
detection [7, 8]. 
Grid Computing 

We have developed ResGrid to ease deployment of large-scale applications over a Grid [9].  In addition, 
we have designed and implemented a new information service and a suite of task manipulation tools for 
ResGrid performance improvement, with the former suitable for multicluster Grid environments [10] and the 
latter for manipulating tasks over the clusters (such as status tracking, task migration, task removal, task 
resubmission, etc.) [11]. Meanwhile, we have devised heuristic algorithms able to attain highly reliable 
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checkpointing arrangements in a mobile Grid, following our reliability-driven protocol [12], which is 
demonstrated to compare favorably with a baseline protocol where checkpointing arrangement is carried out 
by neutral heuristics.  We also have developed one general framework for communicating live real-world 
drilling sensor data as inputs to simulation executed on the computational Grid, employing the Cactus open-
source high-performance scientific computing code, with results displayed and recommendations provided 
[13].  Separately, we have arrived at a fast and scalable resource discovery mechanism, based on a distributed 
hash table (DHT) approach, in support of multi-attribute range queries for resource discovery in large-scale 
heterogeneous Grids [14]. 
Applications 

 Given the need to identify vibration and deformation modes in drilling applications, we have modeled 
the identified regimens of torsional vibration for accommodating various operating parameters [15].  As the 
abnormal production decline of a gas well could be due to a number of reasons, including liquid loading, we 
also have developed a more accurate method to diagnose the liquid loading problem [16].  Separately, 
pressure instability is one of the major threats in under-balanced drilling, possibly causing drilling failures.  
We have devised a mathematical model that can be incorporated with analyses of pressure data from real-
time measurements during drilling for pressure instability analyses, with our key findings reported in [17].  In 
addition, we have developed a more accurate computer simulator, by combining the composite IPR model 
with Poettmann & Carpenter correlation, for predicting the well production rate, with oil and gas wells treated 
differently, to give rise to accuracy within 3.1% [18].  We also have arrived at an analytic model for inflow 
performance prediction of horizontal wells, with its details and results provided in [19].  We have 
demonstrated [20] a geostatistical study of 3-dimensional displacement in heterogeneous reservoirs using a 
parallel IMPES reservoir simulator, following a designed workflow [22].  Accurately analyzing various 
reservoir uncertainty factors is challenging due to its associated large-scale data manipulation and massive 
simulation runs which cannot be handled easily with typical computing resources.  We have leveraged the 
computing Grid to address this challenge, with suitable data replication tools implemented for manipulating 
raw data and simulation results [21]. 

 
Future Plans 

This research cluster is scheduled to complete on Aug. 14, 2007, with a renewal proposal submitted in 
February 2007 to seek for continuing funding from Aug. 15, 2007 to Aug. 14, 2010.  Future research plans are 
outlined as follows.  First, the unified portal developed will be enriched to include three portlets for controlling 
and managing the wireless mesh testbed, and for video monitoring and surveillance, and for Grid resource 
display and job scheduling, respectively.  Second, testbeds and infrastructure will be expanded and enhanced, 
including (1) the incorporation of adaptive routing and data security software in our wireless mesh network 
testbed to permit evaluation of new techniques and protocols developed under this research, and (2) the 
extension of our developed computational Grid to add computing resources in other campuses (like Louisiana 
Tech) and possibly other countries as well (like Singapore and Poland), with additional Grid utilities and tools 
incorporated  to ease execution of applications.  Third, the research topics pursued under this project will be 
explored further; in particular, we shall (1) enhance our RFID-based positioning technique with low-cost 
ultrasound transceivers to arrive at highly accurate localization results, (2) improve our proposed CDMA-based 
wireless mesh network by means of new carrier sensing schemes, (3) expand our scalability evaluation to 
accommodate a more adequate correlation matrix of individual performance metrics for comparing different 
functions involved in the overall scalability index, (4) devise efficient checkpointing data derivation and 
transmission techniques for mobile Grids to lower checkpointing overhead, (5) implement a faster reservoir 
simulation code based on high-order finite difference methods for solving the Convection-Diffusion equation, 
and (6) complete our inflow performance evaluation of horizontal wells. 
 This DoE-sponsored research cluster seeks to continue the technical advances made through UCoMS’ 
diverse and successful activities summarized above. We intend to complete a highly modularized end-to-end 
system solution for geoscience applications (noticeably, reservoir simulation and operational safety & security 
surveillance) via integrating various functional blocks already developed and those planned for development.  
The solution will have a broad impact on the discovery and management of energy resources nationwide. 
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Program Scope

In any machinery operating with  fluids, expanding or contracting ducts are ubiquitous. In the 
simplest idealized case, a duct has planar walls, expanding or contracting in the x − y plane, with 
the x − y cross-section z−independent for some considerable range of z. For a slow-moving fluid 
flow in this geometry,  a simple solution exists which can be described by analytical formulæ 
(Jeffery-Hamel,  or  JH,  flow)1,2.   JH  solutions  are  perhaps  the  most  fundamental  in  fluid 
mechanics; they concern two-dimensional stationary flows of an incompressible viscous fluid in 
an  idealized  expanding  (contracting)  channel,  or  wedge.  Moreover,  modifications  and 
generalizations  of  the  JH  similarity  solution  have  provided  analytical  templates  for  a  large 
variety of exact solutions of the 2D boundary layer equations for corner, wedge, sink, and other 
flows. In JH flows, the characteristic flow rate is usually described in terms of the Reynolds 
number R = Q/, where Q is volume flux per unit length of the source in the z−direction and   
is the fluid kinematic viscosity. For a symmetric channel, the flow for small R is symmetric, with 
maximum velocity  in  the center.  When the Reynolds  number increases,  this  simple solution 
ceases to exist. The flow breaks the symmetry (bifurcates), with most of the fluid going in a thin 
layer  along one wall.  The fluid is prevented from utilizing the whole area of the expanding 
channel  by  a  recirculation  vortex  which  blocks  the  exit.  In  addition,  secondary  instabilities 
driven by this vortical motion develop in this flow. This proposal addresses the least studied 
regime  of  the  intermediate  Reynolds  numbers  separating  the  zones  of  low-R nearly-2D 
deterministic flow and high-R turbulent flow which can be assessed statistically. We study both 
the stationary bifurcations and the non-stationary transitional flow features. The understanding of 
the flow physics is achieved through a combination of experimental, theoretical and numerical 
studies.  This  study  is  also  of  interest  as  an  experimental  benchmark  for  numerical  code 
validation.

Recent Progress

The subtly intricate nature of the JH solutions and their  practical importance motivated many 
stability studies of  JH flows. A serious problem for the stability analysis is the lack of realistic 
boundary conditions at the outlet, while the choice of different boundary conditions can lead to 
different results. This would tremendously complicate any purely theoretical investigation of the 
selection mechanism and solution stability in JH flow. However, these ambiguities related to the 
boundary conditions can be trivially resolved in experiment. Quite surprisingly, until the results 
of our work sponsored by the DOE EPSCoR grant were published, there had been no consistent 
experimental study of JH flows and their bifurcations. 

Figure 1 presents a summary of the possible radial velocity profiles in wedge flows. The 
simplest are the pure inflow (“I”) and pure outflow (“O”) solutions, corresponding to a sink or a 
source at  the narrowest  contraction point of the channel.  An asymmetric  profile  (IO) is also 
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known to be realized. Another symmetric profile with two inflow zones (IOI) is known from 
theory.

In our experiment, JH flows are realized in a long (38.6 cm in the direction parallel to the 
visualization axis) rectangular acrylic  container placed inside a much larger water tank (total 
volume 60 l). The container has a 0.2 cm wide slit in the bottom. Two 10.2 cm long inclined 
walls  are  attached  at  a  fixed  angle  to  the  bottom  near  the  slit.  Multiple  containers  were 
fabricated, with the angle between the walls varying from 12 to 60 degrees. The flow field is 
visualized by illuminating a planar section of the flow (corresponding to the  x − y plane), with a 
pulsed laser sheet. The fluid in the container (water) is seeded with a small volume fraction of 
tracer particles (titanium dioxide flakes).  A high-resolution digital camera captures the images 
of the flow fields both for visualization purposes and for quantitative acquisition of the flow 
fields using particle image velocimetry (PIV)3.

Our results confirm the stability of the pure outflow (Fig. 1, “O”) solution, whenever it 
exists.  As the flow rate in the outflow regime and the Reynolds number increase, a different 
solution is realized, with the radial velocity profile roughly corresponding to the asymmetrical 
solution (Fig. 1, “IO”). In reality, the velocity vectors in this flow are no longer oriented in the 
radial direction (as was the case for the low-R pure outflow). Instead, a large recirculating vortex 
forms and attaches itself  to one of the walls.  However,  the large-scale structure of the flow 
remains spatially two-dimensional. 

Figure 1. Flow regimes in different 
types  of  Jeffery-Hamel  flows. 
Each type of flow is labeled by a 
different  type  of  symbols  I 
(inflow) and O (outflow). 

We  found  that  the  value  of  the  Reynolds  number  characterizing  the  transition  between  the 
symmetric radial outflow regime and the vortex-dominated asymmetric regime depends on the 
direction of the transition. In other words, as we increase the flow rate, the critical Reynolds 
number at which the flow transitions to the asymmetric regime is higher than the corresponding 
Reynolds  number for  the reverse transition as  the flow rate is  decreased – the phenomenon 
known as hysteresis. The existence of hysteretic transition between these flow regimes was quite 
surprising, as it has no explanation within the traditional JH theory.

Instead, we attribute the existence of this hysteresis to a temporally transient, convective 
(in the sense that it propagates downstream with the flow) instability. If this instability develops 
slowly enough, it is flushed out of the system without changing the flow pattern. However, if 
vortex roll-up due to this instability occurs on the same or smaller time scale as the time it takes 
for the fluid to exit the system, the flow is destabilized. The delay between the transition to 
vortex-dominated  flow  as  the  Reynolds  number  is  increased  is  successfully  explained  by 
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invoking this destabilization mechanism. 
Notably, secondary shear-driven instabilities of the large vortex manifested themselves as 

soon as the vortex formed. This observation was consistent with the results of separate shear-
driven instability studies carried out in a novel quasi-two-dimensional shear flow generator based 
on a soap film tunnel4. In addition, that investigation revealed some features peculiar to soap film 
systems.  Interaction with air  surrounding the quasi-two-dimensional flow in the film of soap 
suspended between two nylon wires led to preferential removal of energy from vortices of large 
scales,  and  since  in  two-dimensional  turbulence,  unlike  its  better  known  three-dimensional 
analog, the energy cascade moves kinetic energy from smaller vortices to larger ones, this energy 
removal  led  to formation of fossil  turbulence structures  advected by the flow but  no longer 
evolving.  

Recently, an interesting stationary solution in JH flow  geometry has been discovered5. 
The solution consists of periodically spaced vortices attached alternatively to either left or right 
walls. The boundary conditions for this solution have to be periodic in the inlet and outlet. The 
apparently nonphysical boundary conditions notwithstanding, we have managed to realize such a 
solution in our experiment. This solution is transient, but the time scale over which it decays (10 
minutes) is much longer than the equilibration time for this regime. The decay of this solution 
happens  when  the  inner  vortex  ‘‘squeezes  out’’  the  outer  vortex  and  thus  is  due  to  the 
discrepancy in boundary conditions.
 
Future Plans

We will investigate the influence of boundary conditions on the selection of the morphology that 
is  realized in the flow. The boundary conditions are  known to influence the stability  of the 
solutions. Specifically, we will use a combination of rotors/impellers, as shown in the last picture 
of Fig. 1 (label  “OIO”),  in an attempt to realize flow regimes that do not occur naturally in 
wedge flows. Also we will attempt to use similar forcing to re-stabilize the pure outflow solution 
at flow rates above the bifurcation boundary.  We will conduct further studies of multi-vortex 
transient regimes.
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Center Overview  

 The scientific goals of the proposed Center for Spintronics and Biodetection (CSB) are to create, 

explore, understand, and apply novel nanomagnetic materials and phenomena.   CSB research activities 

comprise three interrelated projects focused on: (1) revealing fundamental physics of generation, 

manipulation, and detection of low dissipation spin current.  This includes addressing issues concerning 

spin transport across interfaces, through materials, and the effects of spin-orbit coupling, exchange 

interaction, electron-electron interactions, 

and radio-frequency fields, (2) identifying 

and controlling the electronic and magnetic 

mechanisms that lead to fluctuations and 

noise in magnetic nanostructures with the 

explicit objective of attaining pico-Tesla 

magnetic field detectivity at low 

frequencies from sensors based on spin-

dependent tunneling structures, and (3) 

advancing magnetic nanotechnology for 

sensitive biodetection which includes 

fundamental materials issues involving 

synthesizing of stable monodisperse 

magnetic nanoparticles (NPs) with high 

moments for improved signal/noise ratio, 

and investigations of interactions between 

functionalized NPs and the magnetic 

sensor’s surface and biological molecules.    

Another key aspect of CSB is the education 

and mentoring of students.   

 CSB is organized into two overlapping 

themes as illustrated in Figure 1 which also 

depicts CSB interactions at the investigator, 

University, State, and National levels.  The 

Spintronics theme emphasizes fundamental 

spin related science.  It is comprised of three 

experimental physicists and one 

theoretical/computational physicist.  The 

Biodetection theme is focused on 

functionalizing nanoparticles, modeling their 

detection using spin dependent tunneling 

magnetic sensors, and device development.  It 

consists of a chemist, a device physicist in 

electrical engineering, and shares a Figure 1, Program overview (top) and PIs (bottom) in the 

Center for Spintronics and Biodetection. 
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computational physicist from the Spintronics team. Understanding and advances in each theme are 

integrated into a biodetection technology as depicted by the overlapping triangles in Figure 1.  CSB 

investigators will collaborate closely with scientists at Argonne National Laboratory, particularly Dr. Sam 

Bader’s group.  All three projects will make use of the nanofabrication and characterization facilities at 

the Center for Nanoscale Materials at Argonne.      

As indicated in Figure 1 CSB is well poised to collaborate with some existing Centers and 

Institutes in Delaware, as well as with industry.  For example, CSB will collaborate with Delaware 

Biotechnology Institute on biomaterials efforts pertaining to human health and with the Center for Critical 

Zone Research related on nanoparticle transport and detection in plants and soil.  Another collaboration 

involves the Center for Translational Cancer Research (CTCR), a recently established Center “without 

walls” to support clinical and basic scientific efforts in translational cancer research within the State of 

Delaware.  CTCR researchers have a keen interest in using magnetic nanoparticles as tags for drug 

delivery and as therapeutic agents. 

Research Overview 

 Recent theoretical, experimental, and technological efforts to gain control over electron spin, 

termed as spintronics, in metals [1,2,3] and semiconductors [4,5], for applications in information storage, 

transmission [6], and processing of classical [4] or quantum information [5] have brought about a plethora 

of fundamental and challenging problems for condensed matter physics.  The utilization of spin transport 

may lead to a novel circuit logic where flipping spins requires less energy and suffers far less heat 

dissipation, which is one of the major obstacles for increasing the speed of conventional electronics 

because of the high energy cost of charge pile-ups. Such achievements will demand theoretical and 

experimental understandings of phenomena such as spin injection, spin accumulation, spin relaxation, 

spin currents and their interactions with the magnetization dynamics of ferromagnets in the presence of 

spin-orbit (SO) couplings, other relevant spin-dependent interactions, and electron-electron interactions. 

Arguably one of the most intellectually challenging problems to emerge recently in condensed matter is 

how to generate, manipulate, and measure pure spin currents.  

 The first project in the proposed center focuses on the fundamental physics of spin injection, spin 

accumulation, pure spin current generation, manipulation and detection, and spin Hall effects in metals.  

To achieve these objectives, we will combine theory and experiment on lateral and vertical structures 

where pure spin currents will be driven by electric current or rf field.  By exploring these exciting 

phenomena, we hope to extend our basic understanding in nanostructured magnetic materials and lay the 

foundations for emerging technologies.  The second project focuses on fluctuations in magneto-electronic 

materials systems in general and magnetic sensors based on spin-dependent tunneling in particular.  Apart 

from its technological importance, fluctuations, or noise, are a useful probe of electronic and magnetic 

kinetic processes in nanoscale systems and devices. In the third project, we will demonstrate highly 

sensitive biodetection based on low noise sensors, address the fundamental material issues on fabricating 

stable and monodisperse magnetic nanoparticles with high magnetic moments for improved signal/noise 

ratio, and investigate the interaction between nanoparticle and sensor surface and biology molecules.  

Project 1:  Generation, Manipulation, and Detection of Pure Spin Current 

 Pure spin current (I
S
) represents the flow of spin angular momentum that is not accompanied by 

net charge transport, as illustrated in Figure 2(c). This can be contrasted with traditional electrical charge 

current where equal numbers of spin-↑ and spin-↓ electrons propagate in the same direction, so that the 

charge current in that direction I= I
↑ 

+ I
↓
  is unpolarized with I

S
 = 0 [Figure 2(a)]. Spin currents differ 

from familiar charge currents in two key aspects—they are time-reversal invariant and they transport a 

vector quantity, spin, instead of scalar charge. In metallic spintronic devices, ferromagnetic elements 

polarize electron spins, leading to a difference in charge currents of spin-↑ and spin-↓ [Figure 2 (b)]. 

Such spin-polarized charge currents are accompanied by a net spin current I
s
 = e2/h ( I

↑ 
- I

↓) ≠ 0, which 

can be created and detected in magnetic layered systems [1].    
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 The generation of a pure spin current 

(Figure 2(c)) is the central objective in spintronics 

since zero charge current produces little power 

dissipation in the system and gives rise to intriguing 

spin physics.  Pure spin currents have been 

generated in metals using nonlocal spin injection-

detection schemes with lateral spin valves [7-10] or, 

recently, by exploiting theoretical suggestions [2, 11] 

for spin pumping where a precessing ferromagnet 

driven by a resonant rf magnetic field injects pure 

spin current into the adjacent metal through a 

junction. This latter effect is dubbed as the spin 

battery effect and has  
been detected indirectly as an additional Gilbert-like 

damping in ferromagnetic resonance experiments 

[12,13].  We will first investigate the pure spin 

currents generated in lateral nonlocal spin valve 

structures (NLSV). We will then explore the spin 

battery effect with a new experimental scheme 

where microwave can be effectively coupled into a 

vertical magnetic structure.  With lateral and vertical 

structures, we will investigate the spin Hall effects of various materials or other spintronic devices where 

pure spin current injection is desired.   The overarching objectives of this project are:  

1. fundamental understanding of pure spin current generation and transport in the presence of spin-orbit 

coupling, exchange interaction, and electron-electron interaction; 

2. fundamental understanding of spin dynamics in the presence of spin current and large angle excitation; 

3. confirming and understanding of spin Hall effect in metals; 

4. determination of spin diffusion length of various nonmagnetic and magnetic materials; 

5. exploration of interfacial effects in pure spin current generation, transport, spin dynamics, and spin 

Hall effects. 

Project 2:  Fluctuations in Spin Dependent Tunneling Biosensors 

The objective of this project is to provide fundamental insight into giant tunneling 

magnetoresistance and noise sources in spin dependent tunneling structures.   The broader impact of the 

program is to greatly advance or enable the application of magnetic sensors for detecting biological, 

terrestrial, and extra-terrestrial magnetic anomalies at sub-Hz frequencies.  The program leverages recent 

materials advances to develop magnetic tunnel junctions (MTJs) based on crystalline, rather than 

amorphous, tunnel barriers that operate at room temperature and are designed to provide extremely large 

signal with very low noise at low frequencies.  These sensor elements would be the core of a reliable, 

inexpensive, low power, magnetic field detection system capable of detecting potentially sub-picoTesla 

fields at 1 Hz. A central goal of this research theme is to integrate the MTJ sensor elements together with 

functionalized magnetic nanoparticles (Project 3) into a magnetic biochip capable of detecting a single 

magnetic nanoparticle.    

Project 3: Sensor Applications in Biology 

The spin dependent magnetoresistive (MR) sensor developed above will allow highly sensitive 

detection of magnetic nanoparticles as magnetic field generated by the particles can affect the resistivity 

of the sensor circuit. If such magnetic nanoparticles are anchored on the sensor surface via biological 

interactions, then the combination of the sensor and magnetic nanoparticles can be used for highly 

sensitive bio-detection. Such magnetic nanoparticle based sensing devices will have many applications in 

Figure 2 The classification of spin Is and charge I 

currents in spintronic system corresponding to spatial 

propagation of spin-↑ and ↓ electrons (represented as 

the Bloch wave- packets): (a) conventional 

unpolarized spin current  I
s
 = e2/h ( I↑ 

- I↓)≡ 0 and 

charge current I= I↑ 
+ I↓ ≠0; (b) spin-polarized charge 

current I≠0 is accompanied also by spin current I
s
 ≠0;  

and (c) pure spin current I
s
 ≠0 arising when spin-↑

electrons move in one direction, while an equal 

number of spin-↓ electrons move in the opposite 

direction, resulting in zero charge current. 
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biodefense and diagnostics of various diseases as magnetic nanoparticles can be anchored on the surface 

through not only DNA hybridization, but also antibody-antigen and avidin-biotin interactions. The 

sensors operate at room temperature and the fabrication is compatible with standard CMOS technology. 

The detection system can be made as a portable and easily employed lab-on-a-chip and will have great 

advantage over the heavy and expensive microarray scanners.   

Conventionally, the demonstrated biodetection using MR biosensors employed micron or submicron 

sized iron oxide doped polymer particles as labels. Such labels have very low magnetic moment density 

(~ 10 emu/cc), a value that is much less than that from the common iron oxide materials (~ 400 emu/cc). 

To achieve the ultrahigh biodetection sensitivity required for single molecules (such as DNA fragments), 

one needs to employ stable magnetic particles whose diameter is less than 20 nm with high magnetic 

moment for improved signal/noise ratio; to have these magnetic nanoparticles bond site specifically to the 

sensor surface via biological interactions; and to have the established correlation between nanoparticle-

sensor distance and sensor signal. The MTJs proposed to be explored here could offer such solution. They 

offer excellent sensitivity and can detect single high moment magnetic nanoparticles (moment density 

higher than or similar to that from the common iron oxide). Furthermore, scalability of small MTJs will 

make it possible to integrate TMR biosensors into a high density MRAM-type arrays for screening 

thousands of different analytes simultaneously.  
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Program Scope 

Heterogeneity and uncertainty are the most significant hampering factors in 

modeling and predicting subsurface flow and contaminant transport. This program tries to 

complete a quantitative study to predict heterogeneous soil hydraulic properties and the 

associated uncertainties. We seek to address a number of important issues related to the 

hydraulic property characterizations. It involves extending a Bayesian updating method, 

developing innovative artificial neural network (ANN) models, postulating a new 

Bayesian geostatistical inference method, and combining these three methods to estimate 

heterogeneous soil hydraulic parameter fields. Specific objectives are to: 

(1) Extend a Bayesian updating method to estimate the Department of Energy 

(DOE)’s Hanford site-specific probability distributions and associated statistics of 

hydraulic parameters for uncertainty analysis. The extension will eliminate the 

assumption that the parameters follow normal distributions.   

(2) Develop innovative ANN-based pedo-transfer functions (PTFs) to estimate soil 

hydraulic parameters using “soft” data (e.g., particle size distribution and soil texture and 

bulk density etc.). The PTFs will incorporate parameter distributions obtained from the 

extended Bayesian updating method and eliminate the artificial correlation of output 

hydraulic parameters.  

(3) Propose a new Bayesian geostatistical inference method to estimate spatial 

correlation scale of inputs to the developed neural network models. Heterogeneous input 

fields will be generated and fed to the neural network models to result in heterogeneous 

fields of soil hydraulic parameters that can be used for numerical simulation and 

uncertainty analyses. 

The outcomes facilitate subsurface flow and contaminant transport modeling and 

improve the defensibility of model results. Systematic and quantitative consideration of 

the parametric heterogeneity and uncertainty can properly address and further reduce 

predictive uncertainty for contamination characterization and environmental restoration at 

DOE-managed sites such as the Hanford and other sites. 

Recent Progress 

The hydraulic property model of van Genuchten 
1
, which closely fits measured 

water-retention data of many types of unstructured soils 
2
, is used. van Genuchten’s 

model for the soil water retention curve combined with the hydraulic conductivity 

function of Mualem
 3

 can be expressed as follows, 
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where h  is the soil water suction head [L], θ is the soil water content [L
3
L

-3
], θr is the 

residual water content [L
3
L

-3
], θs  is the saturated water content [L

3
L

-3
], KS is the 

saturated hydraulic conductivity [L/T], α is the shape factor, approximately equal to the 

inverse to the air entry value [L
-1

], n is the pore size distribution index [-], and m is the 

empirical constant which can be related to n by m = 1-1/n. 

The traditional neural network based PTFs utilize the objective function (denoted 

Function 1) (i.e., the sum of the squared errors of the neural network prediction of the 

soil hydraulic properties) 

( ) [ ]∑∑
= =

−=
Ns

i

No

j

ijijij YYUWO
1 1

2

1
ˆ, α  (3) 

where Ns is the number of samples, No is the number of output parameters, W and U are 

weights of the hidden and the output layer of neural network model that are adjusted in 

the training process, Yij is the measured hydraulic parameters and ijŶ  is the predicted 

hydraulic parameters (i.e., θr, θs, α, n, or Ks ), αij are weighting coefficients that can be 

assigned based on measurement error and confidence level of Yij and will not be adjusted 

in the neural network training process. 

70-point data set of hydraulic properties has been gathered and compiled for the 

Hanford site. Using cokriging and the ANN approaches, site-specific PTFs in conjunction 

with a Bayesian method have been developed. The ANN models, which were based on 

the traditional objective function, used the cokriged heterogeneous fields of pedo-transfer 

variables as input to generate heterogeneous fields of the soil hydraulic parameters. 
4
 

We try to develop a suite of new neural network models to estimate soil hydraulic 

parameters. These neural networks have the same input and output variables, but different 

objective functions, which will incorporate sequentially the site soil hydraulic parameter 

measurements, parameter probability distributions, and parameter correlations. To 

incorporate the hydraulic parameter distributions, the objective function (denoted 

Function 2) is modified as 
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where γj, δj are weighting coefficients for the mean and variance, jµ̂  and 2ˆ
jσ  are the 

mean and variance of ijŶ  estimated by the neural networks, µj and 2

jσ  are the theoretical 

mean and variance of soil hydraulic parameter Yj. The objective function defined in Eq. 

(4) enforces the adjusted neural network weights to predict soil hydraulic parameters 

following the specified probabilistic distributions. 

In order to resolve the problem of unrealistic parameter correlations introduced by 

the neural networks, an objective function (denoted Function 3) is introduced to 

incorporate the parameter correlations among different hydraulic parameters 
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Since non-conventional objective functions are used, new neural network 

algorithms are needed. In doing so, the computation of the derivatives of the objective 

function with respect to the neural network weights (i.e., W and U) is a key step in 

implementation of neural network models. This can be accomplished in two steps, (1) the 

derivative of the objective function with respect to the output hydraulic parameters, and 
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(2) the derivative of the output parameters with respect to the weights. Step 1) can be 

implemented as follows  
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The second step is accomplished with the widely used back-propagation method. 
5
 

Using a synthetic data set calculated based on the multiple regression models of 

Rawls and Brakensiek 
6
, we first test and investigate the ANN models with three different 

objective functions described above. Table 1 shows correlation coefficients between the 

original and the ANN model predicted hydraulic parameters for three different objective 

functions. We can see very good correlations using all objective functions are achieved. 

 
Table 1: Correlation Coefficient between the original and the ANN predicted hydraulic 

parameters using synthetic data 

 Function 1 Function 2 Function 3 

θr 0.9833 0.9837 0.9834 

ln(α) 0.9914 0.9918 0.9913 

ln(n) 0.9966 0.9962 0.9966 

ln(KS) 0.9927 0.9922 0.9926 

 

Next, 53-point hydraulic parameter set and the associated texture and bulk density data 

set collected from the Hanford site are used to train the ANN models. Table 2 shows 

correlation coefficients between the original and the ANN model predicted hydraulic 

parameters for three different objective functions. We can see a progressively better 

correlation trend when using objective function 2 and 3. 

 
Table 2: Correlation Coefficient between the original and the ANN predicted hydraulic 

parameters using field measured data 

 Function 1 Function 2 Function 3 

θr 0.2044 0.5252 0.5498 

θs 0.5651 0.6056 0.6649 

log(α) 0.5273 0.6093 0.6436 

log(n) 0.6732 0.7251 0.7161 

log(KS) 0.8654 0.8980 0.9000 

 

Future Plans 

The probability distributions of hyper-parameters of the soil hydraulic parameters 

from the Hanford site will be evaluated. We will extend the Bayesian updating algorithm 

to update the hyper-parameters without the restriction that the hyper-parameters follow 

normal distributions and then apply the developed algorithm to the parameters gathered 
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from the Hanford site. The estimation of posterior distributions of the parameter 

correlation scales will also be conducted. 

We will continue to evaluate the ANN based PTF performance by incorporating 

various statistical features of the hydraulic parameters which can be better controlled for 

the synthetic cases before using and testing the successful PTFs to actual field hydraulic 

parameter data collected from the Hanford site. The testing will include, for example, 

adding some noise (measurement errors) to both input and output parameters of the 

synthetic data to investigate the effects of incorporating different objective functions on 

the ANN-based PTFs. After the synthetic case testing and evaluations, we will then use 

the parameter data sets from the available field measurements for extensive ANN training 

and validation. The ANN training and validation will be carried out in two scenarios, 

similar to the synthetic cases considered earlier, i.e., incorporating hydraulic parameter 

distributions, as well as incorporating both hydraulic parameter distributions and 

correlations in the ANN objective functions. 

Using the estimated posterior distributions of hyper-parameters and the 

correlation scales, together with the developed PTFs, we can then generate spatially 

heterogeneous random hydraulic parameter fields that will be used for the numerical 

simulations of the vadose zone processes and compare the simulations with the observed 

field data at the Hanford site. 
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Lignocellulosic Waste Degradation 

Using Extremophiles from the Homestake Mine, South Dakota

Sookie S. Bang and Rajesh K. Sani


sookie.bang@sdsmt.edu, rajesh.sani@sdsmt.edu

South Dakota School of Mines & Technology, Rapid City, SD 57701


Program Scope


One of the major challenges in biomass degradation is its recalcitrance to chemicals or enzymes due to the presence of complex polymer composites consisting of cellulose, hemicellulose and lignin.  Cellulose and hemicellulose degradation rates are significantly higher under thermophilic conditions than under mesophilic, mainly because thermophile cellulases function well at relatively high temperature (50 – 70°C), where substrate solubility and mass transfer rates increase.1,2  Recently, extremophiles isolated from deep subsurface, hot springs and compost piles have shown high potential in degradation of recalcitrant biomass.3  Researchers at the Sandia National Laboratories have been working on genetically manipulated hydrolytic “extremozymes” originated from an extreme thermoacidophile, Sulfolobus solfataricus.4  The scope of our research encompasses a fundamental spectrum of applied extreme microbiology focusing on biomass fermentation, genomics and genetic manipulation of extremophiles.  In particular, this research program is based on bioprospecting of novel extremophiles that produce high-quality cellulases and hemicellulases from the Homestake Gold Mine, Lead, South Dakota.  

On July 10, 2007, this deepest mine in North America (44(35(2074(N, 103(75(082(W) was chosen by the National Science Foundation as the site for a potential national deep underground science and engineering laboratory (DUSEL).  Microbial communities in the geographically isolated deep subsurface (down to 8,000 ft.) of the Homestake Mine have survived under nutrient-limited, extreme environmental conditions, leading their evolutionary lineage to be distinct from the surface-dwelling microorganisms.  During active mining operations over 125 years until closure in 2001, surface microbes and lignocellulosic substrates (e.g., mining construction materials) had been introduced into the subsurface environments with high humidity and temperature (close to 65°C at 8,000 ft.).  Interactions between introduced and existing microorganisms through horizontal genetic transfer might have been inevitable and caused genome-altering events.5  It is therefore possible that genetically distinct microbes including thermophiles with diverse, novel metabolic activities might be present in the biofilms, decaying timbers, and soils of Homestake Mine.  Thus, it is believed that the DUSEL represents a potential source of high-value microbial enzymes (e.g. cellulases, xylanases, glucanases, peroxidases, amylases, proteases and lipases) that have optimal activity at high temperatures.  


Recent Progress


In 2006, while the Homestake was being transformed to be an NSF-designated DUSEL, water and soil samples from the 4,850 ft. level of the mine were collected and enriched for cellulose and sawdust-degrading mesophilic (37(C) and thermophilic (60(C) microorganisms under aerobic conditions in our laboratories.  These DUSEL microbial consortia as well as pure isolates were examined for phylogenetic diversity of microbial community using 16S rDNA amplification and sequence analysis and biodegradation of cellulose and sawdust using pure and mixed cultures of new isolates.  

BLAST analyses were carried out with 63 and 72 bacterial rDNA sequences from clone libraries of mesophiles and thermophiles consortia, respectively.  Phylogenetic trees were constructed by the neighbor-joining method with 1000 bootstrappings using MEGA v 3.1.6  The mesophile clones were identified as belonging to two clusters, Clostridiales and Bacillales, of phylum Firmicutes, while the thermophile clones to one cluster, Bacillales.  We isolated several colonies in the presence of cellulose and sawdust as the sole source of carbon and energy at both temperatures.  Each of the three isolates (DUSEL G10, G12 and G16) was growing well at 37(C in the presence of cellulose or sawdust.  Interestingly, individuals of three isolates (DUSEL R7, R11 and R13) at 60(C were not growing separately, but growing well as a mixed culture in cellulosic media.  This observation suggests a potential metabolic dependence among DUSEL thermophiles in cellulose and sawdust degradation.7  Currently, kinetics of microbial degradation of cellulosic substrates is being studied. 

Future Plans 


With the NSF support, the Homestake DUSEL will become one of the top national laboratories.  This underground laboratory will allow access to depths of 4,850 and 8,000 ft. in 2007 and 2008, respectively.  Accordingly, our future research plans will be synchronized with the mine re-entry schedule.  Our future research will focus on both culturable and non-culturable lignocellulose-degrading DUSEL extremophiles utilizing agricultural and forestry waste that are abundant throughout the state of South Dakota including the Black Hills.  Based on the experimental procedures established in our laboratories, we plan to conduct microbial, biochemical and DNA-based tasks using samples of soil, biofilms, and timbers from the deep mine.  


In detail, microorganisms from the DUSEL samples (soil, biofilms, and timbers) taken from different depths (4,850, 6,000, and 8,000 ft.) will be grown in corn stover, switch grass, and woodchips as sole carbon and energy source.  The enrichment and isolation conditions will include variations of temperature (50 – 70(C), pH (3 – 10) and e–  acceptors (aerobic and anaerobic).8,9  With extremophile isolates, the robotic workcell system will be used to screen expression of cellulose-degrading enzymes from DUSEL isolates, to select optimum lignocellulases from the isolates and to identify high-value co-metabolites and byproducts.10  Further, we plan to construct clone expression libraries using culture-based genomic DNA and metagenomic DNA of DUSEL microorganisms to identify novel thermotolerant hydrolytic enzymes.11  These extremozymes will be subsequently cloned into expression vectors and engineered into industrial yeast strains for seamless processing of lignocellulosic biomass into biofuel ethanol.12,13  


The robust, genetically engineered super microorganisms should be able to overcome difficulties associated with biomass degradation and to produce ethanol and co-metabolic products from lignocellulose.  We expect that successful outcomes of our proposed research will establish a critical milestone to efficient, economic and sustainable biofuel production.  The ultimate goal of the proposed research is to achieve a cost-effective production technology of ethanol and value-added chemicals.
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