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Foreword

This volume summarizes the scientific content of the 2004 Research Meeting on
Condensed Phase and Interfacial Molecular Science (CPIMS) sponsored by the U. S.
Department of Energy (DOE), Office of Basic Energy Sciences (BES). This meeting
marks the initiation of a new BES Contractor's Research meeting that will focus on the
molecular-level understanding of complex physical and chemical processes in condensed
phases and at interfaces. The meeting features the participation of 71 principal
investigators from the following core research activities and nanoscale science initiative
programs: Chemical Physics Program (36), Photochemical and Radiation Sciences
Program (21), Atomic, Molecular and Optical Sciences Program (3), Nanoscale Science,
Engineering and Technology/ Theory, Modeling and Simulation in Nanoscience (11).
The research described here is supported by the Chemical Sciences, Geosciences and
Biosciences Division of BES, through the Fundamental Interactions Team, with an
approximate annual funding level of $16.6 M.

The agenda reflects some of the research topics covered within the broad CPIMS
theme, including: structure and dynamics of liquid water, chemistry of metal clusters,
physical and chemical processes induced by low-energy electrons in aqueous solutions,
dynamics and reactions on surfaces, optical and electronic responses in nanoscale
materials, and probing or manipulation of single molecules at interfaces. Theory and
experiment is well integrated throughout, indicative of the need for both in understanding
these complex systems.

Contractor Research meetings are intended to facilitate an understanding of BES
programmatic goals, enhance the alignment of fundamental research efforts with those
goals, and foster new ideas and collaborations among the participants. The three
Contractors' meetings currently sponsored by our Team (Combustion, AMOS and Solar
Photochemistry) are passing the quarter-century mark in longevity and are very highly
regarded by their participants. [ sincerely hope that CPIMS will become another
successful Contractors’ meeting in our long-standing tradition. CPIMS differs in one
important respect from the others in that it includes participation from all of the core
research areas within our Team. Thus, it does not coincide with a single box on our
organizational chart. However, from the PIs’ perspective, a “program” is defined more
by the annual Contractors’ Meeting than by boxes on a BES organizational chart. I urge
the participants to provide feedback to us on how well CPIMS has succeeded (or failed)
in this regard and on ways it can be improved in future years.

I am delighted that the program managers from our Team, Mary Gress, Frank
Tully and Dick Hilderbrandt, and our Division director, Walt Stevens, will be attending
the meeting. 1 gratefully acknowledge the contributions of this year’s speakers for their
investment of time and for their willingness to share their ideas with the meeting
participants. Thanks also go to Dick Hilderbrandt for assembling the book of abstracts,
and to Diane Marceau from BES, Sophia Kitts and Kellye Sliger from Oak Ridge
Institute of Science and Education, and the staff of the Airlie Conference Center for
taking care of the logistical aspects of the meeting.

Eric Rohlfing

Team Leader, Fundamental Interactions

Chemical Sciences, Geosciences and Biosciences Division
Office of Basic Energy Sciences

September 2004
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Solvent Dynamics and Photoinduced Electron Transfer in Complex Molecular Systems

Michael D. Fayer
Department of Chemistry, Stanford University, Stanford, CA 94305
email: fayer@stanford.edu

This program has two interrelated aspects, the investigation of dynamics of liquids in
confined environments that influence solvent dynamics and the investigation of photoinduced
electron transfer and geminate recombination in complex systems particularly those with
confined or topologically complex structures. For photoinduced electron transfer to be useful in
solar energy conversion it is necessary for both the forward electron transfer to be efficient and
for the radicals that are formed to be able to avoid geminate recombination. Changing the
topology of a system may influence electron transfer in two ways. First, the topology can
modify the spatial relationship among donors and acceptors, and second the structure of the
environment can influence the solvent dynamics in a manner that can change electron transfer
dynamics. This program is using experiments and theory to develop an understanding of both
components of this problem. Examining geminate recombination kinetics following forward
transfer is a difficult problem both experimentally and theoretically that increases with difficulty
as the system topology becomes more complex. Directly studying the dynamics of common
solvents, e.g. water, in confined or topologically complex structures, such as reverse micelles, is
in its infancy. Considerable progress is being made on both fronts. As can be seen by the list of
publications, over the last several years we have been pursuing both directions and developing
the necessary equipment, techniques, and theory to continue our push into uncharted territory.

In the following because of space limitations, only the first direct experiments that
examine the dynamics of nanoscopic water, as a function of the size of the water nanopool in
reverse micelles, will be discussed. A great deal of effort has also gone into the development of
instrumentation to be able to make measurements of photoinduced electron transfer and geminate
recombination with unprecedented accuracy and detail. Initial experiments have been carried out
in solution, a liquid of donors in a pure acceptor solvent, and experiments on micelles. These
experiments have been analyzed with detailed theory that includes the solvent structure (radial
distribution function), transport, and in the case of micelles, the spatially non-uniform structure
of the medium in which the donors and acceptors are embedded. Future experiments will
examine photoinduced electron transfer in reverse micelles and other structurally confined
systems. These experiments will be combined with the results of the ultrafast vibrational echo
experiments that directly examine water or other solvents in confined media to understand the
influence on electron transfer of solvent dynamics modified by nanoscopic confinement.

Water plays a major role in a multitude of physical and biological systems. The key
feature of liquid water is its formation of dynamic hydrogen bond networks that are responsible
for water’s unique properties. Hydrogen bonds are constantly being formed and broken, and long
(weak) hydrogen bonds become short (strong) bonds and vice versa. Hydrogen bond network
dynamics occur over a range of time scales from tens of fs to ps. In many processes, water does
not exist in its bulk form, but rather in nanoscopically confined environments. Nanoscopic water
is important in biology, geology, and chemistry, and material processing.

Reverse micelles are widely used as model systems for studying water in nanoscopic
environments. Reverse micelles can be formed in a mixture of water, surfactant, and organic
solvent. The water molecules are trapped in nanometer size cavities (one to tens of nm) created



by the surfactant molecules oriented so that their ionic or polar head groups point inward toward
the aqueous phase. Sodium bis(2-ethylhexyl) sulfosuccinate (AOT) is a common surfactant used
to make reverse micelles. Time dependent experiments on probe molecules in AOT reverse
micelles have provided a great deal of important information on nanoscopic water properties but
only indirect information on dynamics. Difficulties in interpreting such experiments arise from
the uncertainties in the location of the probe molecules in the reverse micelle and the complexity
of deciphering the influence of the water dynamics on the observable associated with the probe
molecule.

We have applied ultrafast infrared spectrally resolved stimulated vibrational echo
spectroscopy and spectrally resolved vibrational echo peak shift measurements to directly
examine the dynamics of nanoscopic water in AOT reverse micelles. Recent vibrational echo
experiments on bulk water and comparisons to molecular dynamics simulations have provided
substantial insights into bulk water dynamics. The vibrational echo experiments are being used to
study the dynamics in water nanopools as a function of their size, and the results are compared to
those obtained on bulk water. Using 50 fs IR pulses, the experiments measure the vibrational
dephasing of the OD hydroxyl stretch of dilute HOD in the water nanopools. Vibrational
dephasing, which is caused by the frequency evolution of the hydroxyl stretch oscillator, is
sensitive to hydrogen bond network dynamics because the hydroxyl stretch frequency is strongly
dependent on the strength and number of hydrogen bonds. The frequency is shifted to lower
frequency for stronger hydrogen bonds and an increased number of hydrogen bonds. By
tracking the evolution of the stretch frequency, one can observe the dynamical change of the
hydrogen bond network. The dilute OD hydroxyl stretch is investigated to eliminate vibrational
excitation transport, and to assure that the absorption of the sample is not too high. Detailed
simulations of water show that the observables associated with vibrational echo experiments are
the same whether an OD or OH stretch is monitored. Therefore, measurements on the OD
stretch provide an accurate picture of water dynamics.

The ensemble-averaged measure of the vibrational frequency evolution is characterized

by the frequency-frequency correlation function (FFCF), C(¢) = <5a)(t)5a)(0)> . The FFCF for

bulk water has been determined using vibrational echo experiments and compared to FFCFs
obtained from molecular dynamics simulations of water. Recent simulations produce results that
are in near quantitative agreement with the experiments. The simulations provide qualitative
insights into the nature of the hydrogen bond dynamics on different time scales.

Monodispersed AOT reverse micelles were prepared in CCly solvent, with

w, =[H,0]/[AOT] =10, 5, and 2. The size of the nanoscopic water pool at the center of the

micelle can be assigned from wy. The wy studied nanopool sizes of approximately 4.0 nm, 2.6
nm, and 1.7 nm, and the number of water molecules in the nanopools are estimated to be ~1000,
~300, and ~50, respectively. Experiments were also performed in the identical manner on bulk
water as well as on a 6M NaCl solution.

Transform limited, 50 fs long ~4 um tunable pulses were produced using a Ti:Sapphire
regenerative amplifier pumped optical parametric amplifier system. The OPA was tuned to
match the peak of the absorption spectrum of the sample under investigation. The laser pulse is
split into three separate beams and focused into the sample cell. The inter-pulse delays between
the first-second and second-third pulses are rand 7, respectively. The resultant vibrational
echo signal was passed through a monochromator prior to detection. The frequency resolved
vibrational echo signal was measured at the absorption peak frequency of each sample for the the



experiments described here, but some frequency dependent results have been obtained.
Frequency resolution avoids the ambiguity introduced when signals from both the 0-1and 1-2
vibrational transitions are observed simultaneously in a non-frequency resolved experiment. In
addition, the presence or lack of a detectable wavelength dependence provides insights into the
nature of the results. Vibrational echo traces were collected as a function of 7 for a series of 7,s.
IR pump-probe experiments at the magic angle were used to obtain the vibrational lifetime, 77,
and were used in the data analysis.

The background subtracted FT-IR spectra of the OD stretching mode in reverse micelles
and bulk water show substantial changes with micelle size. The peak positions for bulk water
and wy = 10, 5, 2 are 2506 cm'l, 2539 cm'l, 2558 cm'l, and 2566 cm'l, respectively. The spectral
changes demonstrate that there are structural changes that increase as the water nanopools
become smaller. Vibrational echo decays (7 scans) for a single 7,, show a very pronounce
slowing of the decay as the reverse micelle nanopool gets smaller. The vibrational echo decay
curves for many 7,s for each sample were fit using diagrammatic perturbation theory
calculations with a tri-exponential FFCF, which is the form that was found appropriate for water.
The fitting showed that all of the components of the FFCF changed relative to bulk water as the
nanopools became smaller, but the largest changes were in the slowest component of the FFCF.
Another experimental observable that was measured in these experiments and can be calculated
from the FFCF is the vibrational echo peak shift. Peak shift data provide a convenient method for
comparing the micelle results to those of bulk water, to test one possible explanation for the
differences between bulk water and the reverse micelle nanoscopic water, and to assess the
validity of the FFCF obtained from fitting the 7, dependent decay curves. The peak shift data on
6 M NaCl water solution were only slightly different from those for bulk water while even the wy
= 10 micelle data show a difference from bulk water data that are many times greater. This
demonstrates that the differences in dynamics of the reverse micelle nanopools compared to bulk
water do not arise from the ionic strength of the nanopools. Furthermore, the peak shifts
calculated with no adjustable parameters using the FFCF obtained by fitting the echo decay
curves were in good agreement with the peak shift data. This supports the validity of the fits.

As mentioned above, the larges differences between bulk water and the nanopools were
in the longest time scale dynamics. For bulk water, and wy = 10, 5, 2 (4 nm, 2.4 nm, 1.7 nm), the
slowest decay components are 1.5 ps, 13 ps, 21 ps, and 70 ps, respectively. In analogy to water,
the substantial slowing demonstrates that the rate of hydrogen bond breaking and making
decrease dramatically as the nanopools become smaller. Because chemical processes can depend
on the water’s structural rearrangement, the reduction in the rate of hydrogen bond making and
breaking in nanoscopic water will have major impact on chemical dynamics.

Many additional experiments are in progress to study nanoscopic water dynamics, e.g.,
the wavelength dependence of the vibrational echo dynamics and orientational relaxation of the
water molecules. Photoinduced electron transfer experiments in reverse micelles will be
conducted in the near future. Additional confined environments, such as nanotubes and zeolites
are on the drawing board.
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With funding from this grant, we are investigating fundamental properties of the solvent
pool in reverse micelles that could be used as templates for nanoparticle synthesis. The program
utilizes a two pronged approach, both experimental and theoretical, to explore basic structure and
dynamics of water inside the nanoconfines of reverse micelles. Reverse micelles are
nanostructured macromolecular assemblies that form in ternary or higher order mixtures of polar,
nonpolar and amphiphilic molecules. When the reverse micelle is spherical, the diameter is

proportional to w, = [H,O]/[surfactant]. To date, our studies have focused on the dynamics

within the water pool of Aerosol OT (sodium di-2-ethylhexyl sulfosuccinate, AOT) reverse
micelles.

Experimentally, we have used quasielastic neutron scattering (QENS) to explore water
motion inside the reverse micelles. Because the incoherent scattering cross section is much
larger for H than for other nuclei, QENS is a powerful technique for investigating the dynamics
of hydrogen-containing species. Selective deuteration of the sample can enhance signals from the
interior of the reverse micelles. In the experiments reported here, we have used perdeuterated
nonpolar solvents, isooctane or cyclohexane, and, when possible, AOT with deuterated alkyl
tails. The experiments were performed using the QENS spectrometer at the Intense Pulsed
Neutron Source (IPNS) at Argonne National Laboratory and using the disk chopper spectrometer
at NIST. Experiments for which we have the most complete analysis were performed at IPNS
with an 85 ueV energy resolution over the momentum transfer (Q) range of 0.36 to 2.53 A™ at

room-temperature with reverse micelle samples at water contents wo= [H,0]/[AOT] of 1, 2.5

and 5.

We have investigated the motion of water molecules in AOT reverse micelles with water
content wy ranging from 1 to 5 on samples in which the nonpolar phase (isooctane) and the AOT
alkyl chains were deuterated, thereby suppressing their contribution to the QENS signal. QENS
results were analyzed via the jump diffusion/isotropic rotation model, which fits the results
reasonably well despite the fact that confinement effects are not explicitly taken into account.

This analysis indicates that in reverse micelles with low water content (wy = 1 and 2.5) the



translational diffusion rate is too slow to be detected, while for wy = 5, the diffusion coefficient is
much smaller than for bulk water. Rotational diffusion coefficients obtained from this analysis
increase with wy but remain smaller than for bulk water. However, rotational mobility is less
drastically reduced than translational mobility.

In parallel to QENS experiments, we have simulated the reverse micelles and the QENS
response from the reverse micelles using molecular dynamics (MD) simulations. Using the

Faeder/Ladanyi model (J. Phys. Chem. B 104, 1033 (2000)) of reverse micellar interior, MD

simulations were performed to calculate the self-intermediate scattering function, F,(Q,t) for
water hydrogens. Comparison of the time Fourier transform of this F;(Q,#) with the QENS
dynamic structure factor, S(Q,®), shows good agreement between the model and experiment.

Separate intermediate scattering functions F, " (Q,¢)and F;'(Q,?) were determined for

translational and rotational motion. Consistent with the decoupling approximation used in the

analysis of the experimental QENS data, the product of F{" (Q,t)and F;(Q,)is a good

approximation of the total F" (Q,t). We find that the decay of F,(Q,t) is nonexponential and

our analysis of the MD data indicates that this behavior is due to lower water mobility close to
the interface and to confinement-induced restrictions on the range of translational displacements.
Rotational relaxation also exhibits nonexponential decay. However, rotational mobility of O-H
bond vectors in the interfacial region remains fairly high due to the lower density of water-water
hydrogen bonds in the vicinity of the interface. These experimental and simulation results have
recently been accepted for publication.[1]

Recently, we have explored the impact of changing the counterion on the dynamics of
water motion in AOT reverse micelles. We know from our previous studies that the nature of the
water in the reverse micelles depends on micelle size and shape as well as the counterion
associated with the surfactant headgroup. To probe the impact of counterion, we have
exchanged the AOT standard Na' counterion for K*, Ca**, and Cu*". While the K and Ca
exchanged reverse micelles are reported to retain a spherical form, the Cu exchanged reverse
micelles possess an ellipsoidal form. We have performed QENS experiments on these ion
exchanged reverse micelles both at IPNS and at NIST. We are also simulating the effect of
exchanging the counterion. Our preliminary analysis shows that the water dynamics depends on

the counterion charge, size and type.



Future studies include QENS experiments and simulations on other various reverse
micellar systems. For example, we will explore the role played by the long chain alcohol
cosurfactant in quaternary reverse micelles specifically focusing on the dynamics of alkyl tail
and its impact on water dynamics. We are also working to develop an atomistic model for
reverse micelles. To this end, we have simulated planar interfaces with and without surfactant

present.

[1] M. R. Harpham, B. M. Ladanyi, N. E. Levinger and K. W. Herwig, “Water Motion in
Reverse Micelles Studied through Quasielastic Neutron Scattering and Molecular Dynamics

Simulations”, J. Chem. Phys. in press.
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Our study of the collective structure and molecular dynamics of liquids has focused on
the experimental and theoretical study of hydrogen bond rearrangements in water, as viewed
through infrared spectroscopy. The physical and chemical properties of water are dictated by
hydrogen bond interactions and the reconfiguration of the structure of water during the breaking
and forming of hydrogen bonds. Hydrogen bond dynamics and collective reorganization in water
also play crucial roles in aqueous chemical and biochemical reaction dynamics, particular where
transport of electrons and protons is involved. Water is a remarkably structured liquid,
considering that at any instant it has 80-90% of the hydrogen bonds found in the tetrahedral
structure of ice. But the structure imposed by these highly directional hydrogen bonds evolves
very quickly, with large scale fluctuations on femtosecond time scales and subsequent more
permanent hydrogen bond breaking and forming on roughly 1 ps time scales. Presently, our
understanding of hydrogen bond dynamics draws largely from classical molecular dynamics
computer simulations, but ultrafast infrared spectroscopy is rapidly opening new windows into
the evolution of intermolecular structure in water.

We have investigated the hydrogen bond dynamics of water with a combined
experimental and theoretical study of the OH stretch spectroscopy of HOD in D,0O. This widely
studied model system can be used to characterize the vibrational dynamics of an isolated OH
stretch vibration within D,O molecules, whose hydrogen bond dynamics closely mirror those of
H,0. The OH stretch frequency o is particularly sensitive to the hydrogen bonding environment

leading to a broad absorption line in the mid-infrared (3 pm). Femtosecond infrared spectroscopy



can be used to characterize spectral diffusion within the OH absorption line, which in turn is
determined by the hydrogen bond dynamics and kinetics. To ensure that dynamics on all possible
time-scales are observed, we use 45 fs pulses with enough bandwidth to span the entire
absorption line. Infrared vibrational echo peak shift measurements were performed to
characterize spectral diffusion through the OH frequency correlation function. When combined
with polarization-selective femtosecond pump-probe measurements, we are able to reveal the
structural fluctuations of individual hydrogen bonds that precede the reorganization of water’s
hydrogen bond network. These include the vibrations of hydrogen bonds and hindered rotational
fluctuations within relatively fixed environments, prior to a reconfiguration of the many-body
liquid structure on picosecond time scales.

A model for the OH frequency shifts for HOD in D,0, which accounts for intermolecular
interactions using classical molecular dynamics simulations, has been used to investigate the
relationship between vibrational frequency and hydrogen bonding configurations about the HOD
molecule. We use a model in which the quantum mechanical OH coordinate, represented with a
gas phase Morse potential, is perturbed by the time-dependent interactions experienced by an OH
coordinate in a molecular dynamics simulation of one HOD molecule in 107 D,O molecules.
The OH frequency distribution taken from static configurations is 260 cm™ wide, with strongly
hydrogen bound species on the red side of the line and weak or broken hydrogen bonds on the
blue side of the line. The model predicts a reasonably strong correlation between OH frequency
and the OH--O hydrogen bond length to the nearest neighbor (p=0.77), and a weaker correlation
with hydrogen bonding angle (p=0.49). Poor correlation exists between OH frequency and the
tetrahedrality of the first solvent shell. We find that no simple structural or geometric order
parameter captures all of the observed dynamics. However, the OH frequency correlates strongly
(p=0.99) with the molecular electric field experienced by the OH coordinate due to the changing
configurations of all DO molecules. The OH frequency shift is therefore essentially a Stark
effect induced by the hydrogen bond acceptor and other water molecules.

Our two-dimensional infrared experiments answer questions about the 10% of broken
hydrogen bonds in water. Broken hydrogen bonds are often treated as free, energetically
stabilized species in equilibrium with the hydrogen bonded state. We find evidence for an
alternative explanation. Instead, each water molecule in the liquid experiences large fluctuations

about a preferential tetrahedral hydrogen-bonded structure, and broken hydrogen bonds only



exist transiently during the frequent exchange of hydrogen bonding partners. This information is
obtained from 2D IR experiments, which distinguish between broken and intact hydrogen bonds
by their absorption frequency and then watch their evolution in time. 2D IR spectroscopy
correlates how molecules initially at one frequency (®;) evolve to a final frequency (®3) during
the course of a waiting period (t2). Analysis of 2D IR line shapes shows that broken hydrogen
bonds return to a bonded geometry on the time scale of water’s fastest intermolecular motions

(<150 fs).
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The objective of this research effort is to develop a comprehensive understanding of the
collective phenomena associated with aqueous solvation. It is of particular interest to investigate
the interplay between molecular level information and macroscopic observables. We focus the
research effort on models of molecular interactions for water simulations because the description
of aqueous systems is a major focus of the proposed work. Development of intermolecular
potential models for computer simulations of aqueous systems has been an active field since the
pioneering work of Rahman and Stillinger. A sampling of the literature over the last 30 years
indicates that a very large number of water models have been introduced. As stated by Wallqvist
and Berne in 1993, “a single model that satisfactorily captures all of the essential experimental
features of water has yet to be found.” The large number of water interaction potentials that have
been developed so far attests to the fact that a single empirical water model that is appropriate for
a wide range of properties and aqueous systems still remains a challenge. The majority of these
models are empirically adjusted so that classical simulations reproduce selected experimental
properties over specific ranges of physical conditions. These models are not generally applicable
to other properties or to physical conditions outside those for which they are parameterized.

An alternative approach is to parameterize the relevant interactions based upon the results
of ab initio calculations for clusters. Clusters offer the advantage of providing valuable
information on the nature of intermolecular interactions and the magnitude of collective
phenomena at the molecular level. They also can offer valuable insights into the flowing issues:

e the structure of the hydrogen bonded network and its relation to vibrational

spectroscopy,

e how its dynamics and energetics are controlled by cooperative effects,

e the parts of the respective cluster PESs that are relevant for describing macroscopic

properties, and

e the most effective way of incorporating this information into models that simulate

condensed environments

Although the earliest attempts to develop water models using electronic structure
calculations dates back nearly 30 years, it is only within the last few years that methodological
developments in electronic structure software and their efficient implementation on
supercomputers have made it feasible to increase the accuracy of the electronic structure
methods for molecular systems. The use of electronic structure calculations in developing
empirical interaction models has been advanced by the significant progress made in exploiting
new approaches for recasting the many-body expansion for the binding energy U:

U= Ul-body+ UZ-boa’y+ U3-body+ ..t Un-boa’y, (1)
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where Ul-body 1s the energy penalty for distorting the individual fragments from their gas phase
geometries to the ones they assume in the whole system, Uz-rody 1s the energy of all pairs of
fragments (dimers), Us-body the energy of all triplets (trimers) and so on. The U2-body represents
the pairwise-additive term, while the sum of higher order terms represent the non-additive
component of the total system. This relation provides insight into the connection between the
cluster and condensed phase energetics and can furthermore assess the relevance of clusters in
quantifying the magnitude of nonadditive terms in the above many-body energy expansion.
Application of the energy decomposition for water clusters up to the hexamer suggests that the
many-body energy expansion converges rapidly for the various networks found in the global and
local minima of these clusters. For these systems, the sum of the two- plus three-body terms
reproduces over 97% of the cluster energetics with the two-body term alone amounting to about
80%. This result implies that accurate interaction potentials for these networks can be
constructed from the potential energy surfaces of just the dimer and trimer clusters.

We have relied on this finding in order to recast equation (1) into the following:

U= Ul—body+ U2—body+ Umany—body, (2)
where the term Umany-body

e contains all-non additive terms to infinite order,

e is assumed to be caused exclusively by induction and

e is modeled using moments (dipole, quadrupole) that are determined iteratively via a

self-consistent scheme.

The 1-body term is responsible for describing the intramolecular vibrations and the
geometrical changes in the intramolecular geometry of water due to various environments. We
have used the monomer potential energy (PES) and dipole moment (DMS) surfaces of Partridge
and Schwenke, which were derived from high level electronic structure calculations and they
reproduce the non-linear character of the DMS as previously suggested by experimental IR
measurements.

Our previous work in understanding the correspondence between molecular level
information and macroscopic properties, as well as recent developments of force fields similar to
ours that are based upon utilizing our electronic structure results as benchmarks, have indicated
that the water dimmer PES holds the key in the accurate description of cluster and condensed
phase (liquid water / ice) energetics. This is consistent with the realization that the two-body
energy in the many-body expansion (1) amounts to about 80% of the total interaction energy for
clusters in the regime (6 < n < 20) as well as for proton ordered ice (ice XI). With the aid of
electronic structure calculations, we have furthermore identified “chemically important”
configurations of the water dimer PES and used the energetic and structural information from
approximately 35 water dimer configurations in parametrizing the 2-body term in the rigid
(TTM2-R) and flexible (TTM2-F) versions of our interaction potential. Given that the
interaction energy of the water dimer has not yet been directly measured (let alone the energetics
of larger clusters), the use of electronic structure methods represents an indispensable and
currently irreplaceable approach in obtaining cluster energetics. The issue of accuracy is of
utmost importance given that errors scale in proportion to the number of molecules in the
clusters. We have used the available hardware and software (NWCHEM) at EMSL’s Molecular
Science Computing Facility (MSCF) in order to obtain accurate binding energies for the first few
water clusters (n=2-6, 8, 17-21). These served as benchmarks to assess the accuracy of our
newly developed model. Initially we have obtained the energetics of the water dimer PES at the
MP2/aug-cc-pVTZ level of theory in order to develop the first version (TTM) of the water
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potential. The TTM cluster energetics were associated with an (rms) error of 1.9 kcal/mol with
respect to the MP2/CBS binding energies for the n=2-6 clusters. Consequent use of a new dimer
PES universally scaled to the MP2/CBS limit for the dimer minimum configuration reduced that
(rms) error to just 0.3 kcal/mol and — at the same time — produced accurate macroscopic
properties for liquid water and ice such as the liquid radial distribution functions, density and
diffusion coefficient and the energy of proton ordered ice. Furthermore, our flexible interaction
potential is currently the only one among the flexible models that produces the correct increase
of the water bend angle in water clusters, liquid water and ice Th and XI, in contrast to all other
flexible models which show a decrease in the bend angle.

The fact that our developed interaction potential (TTM2-F) is parameterized to the cluster
energies (D.) suggests that it is more appropriate to use it in conjunction with quantum path
integral simulations which explicitly account for zero-point energy and finite temperature effects
and at the same time can describe the variation of these effects across different environments.

Collaborators on this project include CJ Burnham, GS Fanourgakis. E Apra, RJ Harrison.
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Program Scope

Our research program hinges on the use of low temperature scanning tunneling
microscopes (STM) in ultrahigh vacuum to probe single atoms and molecules as well as
nanostructures built from them. By fabricating different environments for them, we hope to
reveal previously hidden properties and to gain a deeper understanding of their chemistry. Here,
The detection of photons emitted from the junction of a scanning tunneling microscope taps into
the combined strengths of the scanning tunneling microscope and optical spectroscopy. The
theme of this program is reflected in three main thrusts: 1. photon emission stimulated by
tunneling electrons; 2. tip enhanced Raman spectroscopy; 3. radio-frequency (RF) induced
photon emission. These thrusts were chosen to set the experimental challenge of reaching the
single molecule sensitivity in optical spectroscopy. These experiments would lead to an
understanding of the inner machinery of single molecules that are difficult to obtain with other
approaches. Results from these studies are expected to provide the scientific basis for the
unusual properties, processes, and phenomena in chemical and physical systems at the nanoscale.

Recent Progress

During 2002-2004, our experiments were designed to find new applications of the STM
in order to increase our understanding of the properties and phenomena associated with
molecules, chemical bonding and reaction, and molecular nanostructures. The STM was used to
manipulate and probe the bonding of one to four Xe atoms and single CO and benzene dithiol
molecules to a single porphyrin molecule [2], the assembly of a metallic chain [7,8], and the
construction of a metal-molecule-metal bridge [8]. Molecular fluorescence stimulated by
tunneling electrons was observed [5] as well as light emission from Ag chains down to a single
atom [7]. Detailed mechanisms were elucidated for the conformational changes in a single
molecule. A new tunneling mechanism into the vibronic states of single molecules was
demonstrated [11,12]. This period also saw the extension of the substrate from metals to thin
oxides, allowing the observation of molecular fluorescence [5] and vibronic states [11,12].

The growth of a thin Al,O; film (5.2 A thick) on NiAl(110) also led to a new series of
experiments with the discovery of bipolar electron transport for molecules adsorbed on the oxide
surface. Electrons can tunnel through the same electronic state of the molecule at both positive
and negative sample biases — a process that is not possible for molecules in a single tunneling
barrier. This phenomenon arises from the formation of the double-barrier tunnel junction,
consisting of the vacuum and the oxide barriers. The molecule is effectively isolated and
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sandwiched between these two tunneling barriers. Furthermore, by tuning the tip-molecule
separation, the ratio of tunneling rates through the two barriers is controlled. This results in
dramatic changes in the relative intensities in individual conduction channels associated with
different vibronic states of the molecule.

The double-barrier tunnel junction also led to the observation of field effect transport by
charging of single impurities in a monolayer organic crystal. We use a scanning tunneling
microscope to study charge transport in a doped monolayer of Cgy molecules supported on a thin
AL Oj; film grown on the NiAI(110) surface. The doping centers were formed by deposition of
individual Ag atoms on the Cgp monolayer. Differential conductance spectroscopy shows that
charging of these impurities affects the conduction through Cgp molecules located around the
impurities. This effect is used to observe the electrostatic interaction of a pair of charged
impurities. Charging of one impurity charge trap is found to shift the energy levels of the other,
an analogue of the field-effect action.

Future Plans

Experiments in the future are designed to combine optical spectroscopy with the STM in
the three areas described in the Program Scope section. To date, only one experiment has
reported the observation of single molecule photon emission induced by tunneling electrons [5].
Extension to other molecules not only demonstrates the range of application of the technique but
also the possibility to obtain new understanding of the molecular properties and the photon
emission mechanisms. We will extend our initial experiment to include other molecules and
insulating surfaces in addition to oxides, such as alkali halides. The second type of experiments
is to demonstrate the feasibility of Raman spectroscopy down to the single molecule level. Here
we rely on the phenomenon of surface enhanced Raman scattering by using Ag tip and Ag
sample. In the Raman experiment, an external laser light irradiates the tunneling junction. This
arrangement can be extended to the use of femtosecond lasers, thus providing an opportunity to
reach the limits of both the spatial and temporal resolutions. The third optical experiment with
the STM relies on the use of a radio frequency (RF) signal to drive the bias between the tip and
the sample. This provides a way to induce HOMO-LUMO electronic transition in a single
molecule that relaxes by photon emission. The highest spatial resolution is expected to come
from the light emission induced by tunneling electrons, i.e. sub-A. Single molecule resolution is
achieved in the Raman and femtosecond experiments through low coverages of adsorbed
molecules.
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The long-term objective of this project is to advance the understanding of the relation
between detailed descriptions of molecular interaction and the prediction and characterization of
macroscopic collective properties. To do this, we seek to better understand the relation between
the form and representation of intermolecular interaction potentials and simulation techniques
required for statistical mechanical determination of properties of interest. Molecular simulation
has the promise to provide insight and predictive capability of complex physical and chemical
processes in condensed phases and interfaces. For example, the transport and reactivity of
species in aqueous solutions, at designed surfaces, in clusters and in nanostructured materials
play significant roles in a wide variety of problems important to the Department of Energy.

We start from the premise that a detailed understanding of the intermolecular interactions
of a small collection of molecules, through appropriate modeling and statistical analysis, will
enable us to understand the collective behavior and response of a macroscopic system, thus
allowing us to predict and characterize thermodynamic, kinetic, material, and electrical
properties. Our goal is to improve understanding at the molecular level in order to address
increasingly more complex systems ranging from homogeneous bulk systems to multiple phase
or inhomogeneous ones, to systems with external constraints or forces. Accomplishing this goal
requires understanding and characterization of the limitations and uncertainties in the results,
thereby improving confidence in the ability to predict behavior as systems become more
complex.

A specific focus of the current work is to take advantage of electronic structure methods
of established reliability. We seek to establish efficient and practical representations of the Born-
Oppenheimer (BO) potential energy as a function of atomic nuclear positions. Although this in
itself is a challenging task and a useful intermediate result, it is often not practical for the
simulation of thermodynamic and dynamic properties of collections of molecules since its use
can require quantum statistical mechanical simulation using Feynman path integral methods.
This becomes increasingly important in aqueous systems where high frequency anharmonic
vibrations are strongly dependent on the collective system environment or when light masses
such as hydrogen are involved. An ongoing challenge of the current effort is to establish a well-
defined and systematically improvable relation between the Born-Oppenheimer atomic potential
(flexible molecules) to be used in quantum statistical mechanical simulation and a simplified,
rigid molecule representation of an effective potential to be used in classical statistical
mechanical simulation. We require that the observables obtained from a full quantum statistical
mechanical simulation of flexible molecules to be reproduced from classical statistical
mechanical simulation of the effective rigid molecule potential.
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A concrete example of the relation between an effective rigid classical potential and the
Born-Oppenheimer potential, and the systematic characterization of quantum mechanical effects,
was provided by an analysis of the second virial coefficient of water [2], which is well
characterized by experiment. In this study, an effective potential was obtained such that classical
simulation with the effective potential reproduced the quantum mechanical simulations on the
BO potential. At a temperature of 300K, there is a 0.3 kcal/mol difference between the minima
of the BO and the effective potentials. This difference between the BO and effective potentials
was studied for clusters using rigid-body models and PES derived from electronic structure
calculations.

In the Figure 1 we show the minimum energy, E., as a function of water cluster size, n,
which shows a shift between the results for the Dang-Chang model, which was parameterized so
that classical simulations reproduce experimental observables, and the TTM2-F model, which
was fitted to the BO potential. Comparing the average energy of the clusters for the Dang Chang
and TTM2-F models we see agreement when statistical mechanical estimates is used for the
classically derived potential and quantum statistical mechanical estimates for the potential
derived from electronic structure calculations. It is interesting that the TIP4P model, which is a
classically derived potential, agrees better with the TTM2-F model for the minimum energies
and that quantum simulation is needed to provide good agreement with the TTM2-F average
energies. The current work is a preliminary harmonic analysis. In the future, we propose to carry
out full anharmonic sampling to obtain relevant thermodynamic observable properties.

In developing interaction potentials, more direct information from experiment is desired.
Towards these ends, we have studied the EXAFS spectra of dilute solutions of Ca*” and Sr*” in
water and methanol [10]. Using classical MD techniques and polarizable potential models, we
provided a detailed study of the solvation structure of dilute Ca®" and Sr*"-water solutions and
also Ca*"-methanol solution. Ca*" and Sr*" were chosen because of their important in many
biological processes and environmental problems, respectively. We developed a set of
polarizable ion-solvent interactions that accurately describes the hydration enthalpy, the
coordination numbers and the peak locations of the ion-solvent radial distribution functions.
Simulated MD EXAFS spectra were found to be in good agreement with corresponding
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Figure 1. Comparison of the minimum energy and average energy as a function of cluster size.
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experimental measurements. The use of a polarizable potential model in the MD simulations of
EXAFS spectra is a significant advance over previous EXAFS simulations using pair potentials
because the interactions between the ions and the media can be described more accurately and
the solvent molecules can respond to the electric fields created by their environments in a very
realistic way. Comparisons of results using pairwise additive and polarizable potentials show that
polarization effects do not significantly alter the EXAFS spectra. However, these studies did
show more subtle differences between the experimental and theoretical structure of the ion-water
interactions in solution that present a challenge to current empirical models.

The free energy is a fundamental property of water clusters that is useful in understanding
the population and rate of formation of various size clusters. We have developed a definition of
cluster free energies that is consistent with gas-to-particle nucleation and have built systematic
procedures that relate the details of molecular interaction to the nucleation rate [3,4,12,14]. This
approach has been applied to water clusters to gain an understanding of the population of water
clusters in the atmosphere [1,5] and to understand the dynamics of water nucleation. More
significantly, we have characterized the sensitivity of the observed nucleation rate to the details
of the interaction potential, which allows us to take into account the effects of impurities in the
system on nucleation. The development of a consistent theory of the nucleation process based
upon variational transition state theory for evaporation rates and building procedures for
accounting for dynamical corrections was essential to accomplishing this connection between
molecular interaction and the macroscopic process nucleation.

In an effort to develop more robust representations of intermolecular interaction, we are
exploring the use of semiempirical self-consistent field (SCF) methods. Neglect of differential
diatomic overlap (NDDO) methods that include such parameterizations as MNDO, AM1, and
PM3, have the ability to treat the formation and breaking of chemical bonds, but have been found
to poorly describe hydrogen bonding and weak electrostatic complexes. In contrast, most
empirical potentials are not able to describe bond-breaking and formation, but have the ability to
add missing elements of hydrogen bonding using classical electrostatic interactions. We have
developed a new method that combines aspects of both NDDO-based SCF techniques and
classical descriptions of polarization to describe the diffuse nature of the electronic wavefunction
in a self-consistent manner. We have developed the self-consistent polarization NDDO (SCP-
NDDO) theory with the additional description of molecular dispersion developed as a second-
order perturbation theory expression. Initial efforts using this approach have allowed us to
parameterize the model to reproduce the accurate MP2/CBS estimates of small water cluster
binding energies of Xantheas et al, as well as the intramolecular frequency shifts as a function of
cluster size. Initial steps have been made to parameterize protonated and hydroxide water
clusters. Future efforts will extend the parameterization to aqueous solvation of more complex
ions.
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Program Scope:

Catalysis functions as one of the cornerstones of industrial societies, and in the
context of DOE interests, plays a major role in energy production and usage. The impact of
being able to tailor the design of catalysts which possess high degrees of selectivity as well as
large turnover rates for specifically chosen reactions cannot be over stated. Acquiring this
capability is a long term goal. Our program is directed toward unraveling fundamental
mechanisms of oxygen transfer reactions that involve materials known to function as viable
heterogeneous catalysts at the bulk scale. The emphasis is on basic studies that serve to
elucidate the influence of stoichiometry, oxidation and charge states, size, identify reactive
sites that play an important role in effecting several classes of reactions. Particular attention
is being focused on systems that are potentially significant for converting alternative fuels to
more useful forms and identifying mechanisms of reactions that may serve in pollutant
abatement.

The prospective use of nanoscale clusters as catalytic materials is arousing interest in
the fields of chemistry and physics, prompted especially by findings that there are often
significant differences in the reactivities of small particles compared to bulk catalysts of
similar composition. It is recognized that comparing the chemistry of neutral and ionic
clusters with reactions that occur on condensed phase catalysts is of great value in providing
the basis for understanding this size dependent behavior. Valuable new information,
including the identification of reaction sites for guidance in tailoring the design of catalysts,
can be garnered from such comparisons. In this context, both transition metal oxides and
noble metal particles are receiving increased attention as potentially useful catalysts in a wide
range of applications and are the subjects of our investigations.

Recent Progress:

During the recent grant period, major attention has been devoted to studies of
oxygen-transfer reactions involving several classes of molecules that are important in
combustion, either as fuels, intermediates, or products whose abatement will reduce levels of
pollution emanating from processes associated with energy production. Work has been
undertaken on systems whose behavior in the condensed state has revealed promise as viable
catalysts. In this regard, transition metal oxides comprised of vanadium, niobium, and
tantalum, and initial studies of oxide clusters of gold have received particular attention.

Considerable progress has been made in identifying the mechanisms and determining
the energetics of selected reactions as influenced by stoichiometry, oxidation and charge
states, and size, providing an identification of reactive sites that play an important role in
effecting selected classes of reactions. Reactivities of selected organic molecules used in
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energy production including ones that show promise as alternative fuels, and on reactions of
the products of combustion such as CO and SO,, with studies directed to identifying
mechanisms of reactions that may serve in pollutant abatement have been elucidated. Recent
studies on single metal containing transition metal oxides comprised of vanadium, niobium,
and tantalum, and beginning studies of oxide clusters of gold, have received particular
attention. Findings from our laboratory have provided new insight into the role of
stoichiometry for selected cationic systems, particularly for mechanisms including
dehydration, dehydrogenation, oxygen-transfer, and cracking reactions involving cationic
species. Work was also undertaken on related anionic species to elucidate the roles of the
charge state and electronic characteristics on catalytic behavior and effectiveness. In general,
except for the gold cluster systems, anions were found to be far less effective, a fact which
along with other results points to the influence of electron density at the reaction site.

During the recent grant period we uncovered a number of examples demonstrating
the connection between the study of cluster reactions in the gas phase and those which are
operative in the case of conventional heterogeneous catalysis. In particular, in a number of
cases we have found cluster size/stoichiometry specific reactions that are identical to those in
industrial processes, and moreover we have been able to identify the important reactive
centers responsible for the transfer reactions. In fact, in each case where evidence pointed to
a particularly likely candidate from condensed phase measurements, the same sites and
mechanisms have been revealed from the gas phase cluster investigations. For example, in
related studies we have identified that the well-known conversion of ethylene to acetaldehyde
over vanadium oxide catalysts occurs solely in reaction centers of V,0s and V40, just as
suspected from bulk phase catalytic investigations. In a similar manner, we have identified
other reaction centers for phosgene production in the case of heterogeneous oxygen transfer
reactions to CCly, and in the case of the formation of dimethyl ether and formaldehyde from
methanol. Importantly, we have also noted differences between reactions effected by
vanadium oxides compared to niobium and tantalum oxides, again in agreement with what
has been observed in bulk catalytic systems. We are very encouraged by these findings in
that they further establish the value of cluster studies in offering the possibility of
investigating species of widely varying oxidation states, charge states, and stoichiometries
that are difficult to individually assess on surfaces.

As a prelude to future experiments, we also devoted some effort to unraveling some
aspects of the photochemistry of sulfur dioxide. In addition, we have given further attention
to developing the Coulomb explosion technique which we devised as a unique method for
arresting intermediates in fast reactions and for investigating the kinetics and mechanisms of
fast reactions.

Future Plans:

The continuing program will focus on understanding the role of catalyst—support and
binary catalyst interactions. Particular attention will be directed to unraveling the role of
electronegativities and electronic density of states in affecting the process of oxygen transfer,
which is so important in alternative fuel usage, pollution abatement, and general combustion
chemistry. Such studies offer the prospect of gaining considerable new insights into the basis
of catalytic activity. Numerous systems among transition metal oxides warrant study and we
are engaged in investigations of both selected classes of transition metal oxides and several
metal clusters to unravel the principles governing their catalytic effectiveness. The main
focus is on using model catalytic systems to investigate reaction mechanisms and determine
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the energetics and rates of individual steps involved in their interactions with molecules
important in the field of combustion.

The continuing program is to be comprised of several phases; the first will entail
investigations to provide quantitative data on the reaction rates, reaction cross sections, and
bonding of important complexes and species identified in the work thus far. We intend to
deduce the thermochemistry of product species bound to the clusters. In combination with
mass analysis, collision induced dissociation experiments will also assist in product
identification. In another phase of the proposed work, attention will be focused on
identifying the role of binary catalytic systems, including the role of support materials, with
the studies directed to the problem of pollution abatement, such as CO, SO,, NO, and NO,.
In a similar way, the third phase of the program will be devoted to the study of oxidation
mechanisms of molecules that find use as alternative sources of energy such as methanol,
ethanol, and hydrogen. Quantitative measurements will be made of the kinetics of interaction
of specifically chosen molecules with the selected cluster systems. Thereby, valuable
information about reaction intermediates, reaction mechanisms, and the relationship between
cluster structure and reactivity will be derived. These studies will encompass investigations
of early transition metals such as vanadium, niobium, and tantalum oxide clusters, as well as
those of nickel and molybdenum in various combinations with each other. To further unravel
the role of electron density, additives such as Mg and Na will also be employed in the
studies. Our work on oxidized gold clusters will comprise binary systems with Ag, Mg, and
Na as compositional components. These studies will provide insight into the role of
electronegativity differences of the composite clusters. The implementation of both the
guided ion beam and fast flow reactor techniques will enable the quantification of the
reaction kinetics, their energetics, and a detailed examination of the reaction products
formed. Ultimately, comparison of these results with condensed phase reactions will lead to
a better understanding of the interaction of reactant species with the active sites of catalytic
surfaces.

References:

527. “Calculation to Determine the Mass of Daughter Ions in Metastable Decay,” J. R. Stairs, T.
E. Dermota, E. S. Wisniewski, and A. W. Castleman, Jr., Int. J. Mass Spectrom. 213, 81
(2002).

530. “NHj; Adsorption Around Ni, (n<4) Clusters,” B. Chen, A. W. Castleman, Jr., C. Ashman,
and S. N. Khanna, Int. J. Mass Spectrom. 220/2, 171 (2002).

532. “Studies of Metal Oxide Clusters: Elucidating Reactive Sites Responsible for the Activity
of Transition Metal Oxide Catalysts,” (invited feature article) K. A. Zemski, D. R. Justes,
and A. W. Castleman, Jr., J. Phys. Chem. B 106, 6136 (2002).

534. “Dynamics of Gas Phase Clusters: Insights into Size and Solvation Effects on Electronic
Relaxation and Hydrogen Transfer,” E. S. Wisniewski, B. D. Leskiw, S. M. Hurley, T. E.
Dermota, D. P. Hydutsky, K. L. Knappenberger, Jr., M. A. Hershberger, and A. W.
Castleman, Jr., In Femtochemistry and Femtobiology: Ultrafast Dynamics in Molecular
Science (A. Douhal and J. Santamaria, Eds.) World Scientific: Singapore, New Jersey,
London, 21-41 (2002).

537. “Solvation Effects on Electronic Excited States of Methanol: A Study of Neat and Mixed
Methanol/Water Clusters,” E. S. Wisniewski, M. A. Hershberger, and A. W. Castleman, Jr.,
J. Chem. Phys. 116, 5738 (2002).

24



538.

540.

544.

551.

559.

560.

561.

563.

564.

565.

568.

570.

572.

573.

575.

“Cluster Dynamics: Influences of Solvation and Aggregation,” Q. Zhong and A. W.
Castleman, Jr., Quantum Phenomena in Clusters and Nanostructures (S. N. Khanna and A.
W. Castleman, Jr., Eds.) Springer: Berlin, Heidelberg, New York, Hong Kong, London,
Milan, Paris, Tokyo, (2003).

“Femtosecond Photodissociation Dynamics of Excited State SO,,” E. S. Wisniewski and A.
W. Castleman, Jr., J. Phys. Chem. A (R. S. Berry Issue) 106,10843 (2002).

“Comparison of Methyl and Hydroxyl Protons Generated in a Coulomb Explosion Event:
Application of a Time-of-Flight Gating Technique to Methanol Clusters,” E. S. Wisniewski
and A. W. Castleman, Jr., special issue of Int. J. Mass Spectrom. devoted to Gaseous lon
Thermochemistry and Solvation 227, 577 (2003).

“V,05" Reactions with C,H; and C,Hg: Theoretical Considerations of Experimental
Findings,” D. R. Justes, A. W. Castleman, Jr., R. Mitri¢, and V. Bonaci¢-Koutecky, Fur.
Phys. J. D 24,331 (2003).

“Photodissociation of Sulfur Dioxide: The E State Revisited,” K. L. Knappenberger and A.
W. Castleman, Jr., J. Phys. Chem.A, 108, 9-14 (2004).

“Probing the Dynamics of Ionization Processes in Clusters”, A. W. Castleman, Jr. and T.
E. Dermota, Proceedings ISACC 2003 Conference, World Scientific (in press).

“Ultrafast dynamics in cluster systems”, T. E. Dermota, Q. Zhong, and A. W. Castleman,
Jr., Chemical Reviews, 104, 1861-1886 (2004)

“Reactivity of Atomic Gold Anions Toward Oxygen and the Oxidation of CO: Experiment
and Theory,” M. L. Kimble, A. W. Castleman, Jr., R. Mitri¢, C. Biirgel, and V. Bonacié¢-
Koutecky, J. Am. Chem. Soc., 126, 2526-2535 (2004).

“Probing the Oxidation of Carbon Monoxide Utilizing Au,’,” M. L. Kimble and A. W.
Castleman, Jr., Proceedings of Gold 2003: New Industrial Applications for Gold
Conference Vancouver, Canada, September 28 — October 1, 2003.

“Gas phase Studies of Au," for the Oxidation of Carbon Monoxide,” M. L. Kimble and A.
W. Castleman, Jr., Special Issue of the Int. J. Mass Spectrom., in Honor of Professor
Tilmann D. Mark. 233, 99-101 (2004).

“Reactions of Vanadium and Niobium Oxides with Methanol,” D. R. Justes, N. A. Moore,
and A. W. Castleman, Jr., J. Phys. Chem. B, 108, 3855-3862 (2004).

“Elucidating Mechanistic Details of Catalytic Reactions Utilizing Gas Phase Clusters,” M.
L. Kimble, D. R. Justes, N. A. Moore, and A. W. Castleman, Jr., Proceedings of the
International Symposium on Clusters and Nano-Assemblies: Physical and Biological
Systems Richmond, VA (2003) (in press).
“The Influence of Cluster Formation on the Photodissociation of Sulfur Dioxide:
Excitation to the E State”, K. L. Knappenberger, Jr., and A. W. Castleman, Jr., J. Chem.
Phys., 121, 3540-3549 (2004).
“A Kinetic Analysis of the Reaction between (V,05)n=1,2" and Ethylene”, D. R. Justes, R.
Mitri¢, N. A. Moore, V. Bonac¢i¢-Koutecky, and A. W. Castleman, Jr., J. Chem. Phys.,
(submitted).
“Joint Experimental and Theoretical Investigations of the Reactivity of Au,0, and Au;0,’
with Carbon Monoxide”, Michele L. Kimble, A. Welford Castleman, Jr., Christian
Biirgelb, Roland Mitri¢b, and Vlasta Bonaci¢-Koutecky, Journal of the American
Chemical Society (submitted).

25



Vibrational Spectroscopy at Metal Cluster Surfaces

DE-FG02-96ER 14658
Michael A. Duncan
Department of Chemistry, University of Georgia, Athens, GA 30602-2556

maduncan@uga.edu

Program Scope

The focus of our research program is the study of gas phase metal clusters to evaluate their
potential as models for the fundamental interactions present on heterogeneous catalytic surfaces.
These clusters are molecular sized aggregates of metals or metal compounds (oxides, carbides). We
focus specifically on the bonding exhibited by "physisorption" on cluster surfaces. Complexes
containing one or more metal atoms bound to small molecules provide the models for physisorption.
Infrared spectroscopy in various forms is employed to measure the vibrational spectroscopy of the
metal clusters themselves and, in particular, the spectra of physisorbed molecules. These studies
investigate the nature of the metal-adsorbate interaction and how it varies with metal composition
and cluster size. The vibrational frequencies measured are compared with the predictions of theory
to reveal the electronic state and geometric structure of the system. Neutral clusters are studied with
infrared multiphoton ionization spectroscopy, while ionic clusters are studied with mass-selected
infrared photodissociation spectroscopy.

Recent Progress

The main focus of our work over the last two years has been infrared spectroscopy of mass-
selected cation-molecular complexes, e.g., Fe'(CO,)n, V'(C2Ha)n, Ni'(H20),, Nb'(Ny),. These
species are produced by laser vaporization in a pulsed-nozzle cluster source, mass-selected with a
specially designed reflectron time-of-flight mass spectrometer and studied with infrared
photodissociation spectroscopy using an IR optical parametric oscillator laser system (IR-OPO;
wavelength coverage: 2000-4500 cm™"). We have studied the infrared spectroscopy of various
transition metal ions in complexes with CO,, acetylene, water and molecular nitrogen. In each
system, we examine the shift in the frequency for selected vibrational modes in the adsorbate
molecule that occur upon binding to the metal. The number and frequencies of IR-active modes in
multi-ligand complexes reveals the structures of these systems, while sudden changes in vibrational
spectra or IR dissociation yields are used to determine the coordination number for the metal ion in
these complexes. In some systems, new vibrational bands are found beginning at a certain complex
size that correspond to intra-cluster reaction products. In small complexes with strong bonding, we
use the method of “rare gas tagging” with argon or neon to enhance dissociation yields. In all of
these systems, we employ a close interaction with theory to investigate the details of the metal-
molecular interactions that best explain the spectroscopy data obtained. We perform our own
density functional theory (DFT) or MP2 calculations (using Gaussian 03W) and when higher level
methods are required (e.g., CCSD), we collaborate with local theorists (P.v.R. Schleyer, H.F.
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Schaefer). Our infrared data on these transition metal ion-molecule complexes is the first available,
and it provides many examples of unanticipated structural and dynamic information.

Studies of metal-CO, clusters have investigated Fe+, Ni" and V" metal ions with from one
up to 10-14 CO; ligands attached. In all of these systems, the CO, asymmetric stretch (2349 cm” in
the isolated molecule) is studied and found to shift 30-50 cm™ to higher frequency when the ligand
is attached directly to the metal. Ligands are found to bind in a linear configuration with the metal,
i.e., M"-OCO, with high symmetry configurations for multiple ligands. When external ligands are
present, a second band is measured at 2350 cm™. Its proximity to the isolated molecule band
establishes that this represents molecules bound externally on the surface of the cluster that
experience only a small perturbation. In the iron system, the coordination number is not clearly
evident from the onset of the surface band, but this appears gradually in the n=4-6 size range. For
nickel and vanadium, however, the surface band appears sharply at a cluster size of n=5, and this is
also the cluster size at which the overall dissociation yield abruptly increases. The coordination in
these systems is therefore four ligands. In both vanadium and nickel clusters with CO,, another new
vibrational band strongly shifted further to the blue emerges at much larger cluster sizes in the n=8-
10 size range. This is assigned as a CO, ligand bound to a metal oxide core ion of the form
MO'(CO), i.e., an oxide carbonyl species that results from an intracluster oxidation reaction.

M+(C2H2)n clusters have been studied for the metals nickel and cobalt in the region of the
symmetric and asymmetric stretching modes of acetylene. Although the symmetric stretch is not IR
active for the isolated molecule, distortion of the ligand in these complexes induces IR activity for
this mode. The C-H stretches in these systems are shifted to the red by 30-50 cm™ from the
corresponding modes in the isolated acetylene molecule, consistent with predictions for -
complexes. Coordination numbers are established as four acetylenes for nickel and three for cobalt.
New vibrational bands emerge that are shifted even further to the red, but these are only seen after
the coordination is exceeded by one ligand. These bands are assigned to the presence of a
cyclobutadiene ligand that results from an intracluster cyclization reaction. Prof. P.v.R. Schleyer
has collaborated with us on the theory of these systems. Small complexes with acetylene have also
been studied for vanadium and iron.

M’ (H,0), complexes and those tagged with argon have been studied for iron, nickel and
vanadium complexes. In the vanadium system, partial rotationally resolved spectra have been
obtained. In the iron system, complexes with one or two water molecules (argon tagged) exhibit
isomeric structures for both argon and water binding sites. Nickel complexes have been studied for
up to 30 water molecules, providing a detailed probe of the dynamics of solvation. Hydrogen
bonded structures appear for the first time at a cluster size of n=4-5, and the free-OH symmetric
stretch disappears at n=8 indicating that most external water molecules are bound within a hydrogen
bonding network after this size. The IR signature that we have recently identified for clathrate
structures in protonated water clusters, H'(H,O),, is a single peak for the free-OH asymmetric
stretch, but this signature is not found for the Ni'(H,0), complexes.

M'(N,), complexes have been studied in the N-N stretch region for Fe”, V" and Nb"
complexes. Again, binding to metal makes this mode IR active even though it is forbidden in the
i1solated molecule. The N-N stretch is red shifted for these metals, and coordination numbers are
usually six for these complexes. Theory shows that most metals prefer end-on binding
configurations, but some (e.g., cobalt) prefer to bind side-on as in a T-complex.
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Future Plans

Future plans for this work include the extension of these IR spectroscopy studies to more
ligands, to complexes with multiple metal atoms and to a more extended region of the IR spectrum.
In the vanadium-water system, we have already measured spectra in the water bending mode region
for complexes containing up to 15 metal atoms, using a free electron laser. This work establishes
the feasibility of studies on larger metal systems. We want to study more reactive metals with
hydrocarbons such as ethylene or methane that might produce carbenes, vinylidene or ethylidyne
species. These systems should exhibit characteristic IR spectra, and will allow us to make better
contact with IR spectroscopy on metal surfaces. Studies of carbon monoxide have been limited so
far because the tuning range of our present laser system only extends down to 2000 cm™. However,
new crystals have just become available (silver-gallium-selenide) to extend the range of OPO
systems like ours down to the 1000-2000 cm™ range. We hope to obtain one of these crystals soon,
which would then allow us to study ligands like CO and to probe other adsorbate molecules in
additional vibrational modes (C-C stretch of acetylene, water bending mode, etc.).

In all of these studies, we have focused on the qualitative effects of metal-adsorbate
interactions and trends for different transition metals interacting with the same ligand. Our
collaboration with theory has revealed that density functional theory has serious limitations for these
metal-ligand complexes that were not previously recognized. This is particularly evident in metals
such as vanadium and iron, where two spin states of the metal lie at low energy. DFT has difficulty
identifying the correct relative energies of these spin states. Further examinations of this issue are
planned, as it has significant consequences for the applications of DFT.
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Computational Electron Spectroscopy — A Powerful Tool
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Julius Jellinek

Chemistry Division, Argonne National Laboratory, Argonne, Illinois, 60439
jellinek@anl.gov

Program Scope

Electronic characteristics, such as spectra of electron binding energies, are among the most fundamental
properties of physical systems be they atoms, molecules, clusters, or extended systems. Accurate
knowledge of the electronic energy levels and the electronic density of states is essential as they define
many other physical and chemical properties. The goal of this program is to develop a new general,
rigorous, accurate, and efficient theoretical/computational methodology for characterization of electronic
energy spectra and to apply it to study fundamental properties of atomic clusters. The work involves
conceptual developments and large-scale computations. The focus is on one- and multi-component atomic
clusters of metallic elements. We study the correlation between the electronic properties and the size,
structure, charge state, and composition of these systems. The analysis includes the role of the extra
couplings between the different properties induced by the finiteness of size. We use the results of
computations to extract, analyze, and explain the physical information embedded in the data generated in
photoelectron spectroscopy experiments and to make prediction that will stimulate future experiments.
Our broader goal is to achieve a degree of knowledge that will allow for use of clusters as building blocks
in rational design and assembly of nanosystems with desired properties.

Recent Progress

New Scheme for Computation of Electron Binding Energies within Density Functional Theory. Because
of its efficiency and successes, density functional theory (DFT) — we restrict our consideration to the
traditional, time-independent DFT — became the tool of choice in theoretical/computational studies of
many-electron systems. Atomic clusters of metallic elements are such systems. DFT has been used
extensively to characterize their structures and energies, but the one-particle Kohn-Sham (KS)
eigenenergies of DFT correspond to auxiliary quasiparticles rather than real electrons. Therefore,
corrections are required to convert (the negatives) of these eigenenergies into electron binding energies
(EBEs). A number of correction schemes have been considered in the past, but they suffer from various
shortcomings and limitations. These include applicability only to a certain (e.g., local density)
implementation of DFT, orbital insensitivity (as in the constant shift correction scheme), and use of
quantities that are ill-defined in DFT as a ground state theory (e.g., in approaches that use holes or
fractional occupation of orbitals). We have formulated a new correction scheme' that is free from all these
limitations. Its merits can be summarized as follows: 1) It is general and applicable to any implementation
of DFT; 2) It yields orbital-specific corrections; 3) It uses only ground state properties rigorously defined
within DFT; and 4) It furnishes highly accurate spectra of EBEs. The main elements of the new scheme
include the following. The correction A,(i) that converts the negative of the KS eigenenergy &;(i) of the
most external i -th electron in an i -electron system into its binding energy BE;(i)is by definition

4;(i) = BE;(i) = (=&,(1)) - )
BE;(i) can be computed rigorously within DFT as
BE;(i)= E(i-1) - E(J), 2

where E(i) is the ground state energy of the i-electron system. In a N -electron system the correction
A,(i) can be computed for any i=N, N —1, ..., 1 by gradually removing one electron at a time from the
top and using equations (1) and (2). If one is interested in the binding energies of the top j electrons, the
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A;(i) should be computed for i=N, N -1, ...,N—j+1. The correction A4;(N), that converts the
negative of an 7-th KS eigenenergy ¢;(N) of an N -electron system into the binding energy BE;(N) of
the i-th electron,

BE(N)=—-¢&,(N)+4;(N), 3)

is then computed through recursive application of the interpolation

Ai(k+1) = A(k)+ o (k+ D[ A, (k +1) — A(K)] 4)
where
gk +1)—¢&;(k)
& (k+1) — & (k)

a(k+1)= (5)

and k=i, ..., N —1. The schematic of the interpolation scheme is shown in Fig. 1. Further details are
given in Ref. 1. We applied the new scheme to study the size, structure, charge state, and composition
dependence of properties of metal clusters, in general, and the phenomenon of size-induced transition to
metallicity, in particular.

Size-Induced Transition to Metallicity. This phenomenon is one of the most intriguing and important, yet

least understood, aspects of the size-dependence of cluster properties. It is of central relevance to many

nanotechnologies, e.g., in establishing the ultimate limits of miniaturization in nanoelectronics. Small

Number of metal clusters, or more precisely atomic clusters of elements
i i+1 N-1 N . L

electrons A that are metals in bulk quantities, may lack altogether

L properties usually associated with the metallic state. These

AN properties then grow in as the clusters grow in size. Is the

- —_— Ani(N-1) -‘;'— transition to metallicity monotonic or not? What is the size or

o size-range over which it takes place? Which property (or

g —o0— T ¢ ........ f """ properties) is (are) the best indicators of the transition?
5 '",AW Ait(N)  Answers to these questions are largely unknown.

= e

% ATy AW—VAi(N) One way to study the phenomenon of size-induced transition

£ —— r; ¥ —— ' to metallicity is to analyze the HOMO-LUMO gap, which is a

* AT AT+) finite-size analog of the bulk band gap. Closure of this gap can

— ’ be viewed as an indication of a metallic, or metal-like, state. It

—— Occupledorbital - —o— Empty orbital  hag been argued that experimentally the HOMO-LUMO gap

Figure 1. Schematic of the interpolation can be obtained in photoelectron spectroscopy (PES)
scheme defined by Eqs. (4) and (5). measurements on anionic species as the extra electron will
25 : : : : occupy the LUMO of the neutrals. In Fig. 2 we present the
computed”™ and measured’ difference in the binding energies
of the two most external electrons in Mg, , n=2-22, clusters
together with the computed HOMO-LUMO gap of their
neutral Mg, counterparts. The figure clearly shows that the
values computed and measured for Mg, are in an essentially
quantitative agreement, and both are different from the
HOMO-LUMO gap of the neutral Mg,. The fundamental
reason for the differences is that the energetically most stable
structures of the anionic and neutral clusters may be, and for
0 5 10 is 0 i some sizes indeed are, different. This coupling between the
n charge state and the preferred structure is another finite-size

Figure 2. The computed and measured  effect that has to be taken into account in the analysis and
difference in the binding energies of the  interpretation of measured data. We considered also other
two most external electrons in Mg, and  features, such as consistency with the jellium model picture
the HOMO-LUMO gap of Mgp. and the character of the valence charge distribution, as
alternative indicators of the size-induced transition to metallicity. Our major results can be summarized as
follows: 1) In agreement with the experiments, the computed difference in the binding energies of the two
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most external electrons in Mg, decreases as n increases and becomes zero at n=18. This is consistent
with what can be viewed as an evolution towards a metallic state because the mentioned energy difference
is the anionic counterpart of the HOMO-LUMO gap of the neutrals as the finite-size analog of the bulk
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Figure 3. Computed structure-specific
and measured spectra of electron
binding energies

band gap. The difference in the binding energies, however,
decreases nonmonotonically, and it becomes nonzero again for
n>18; 2) contrary to the commonly held view, PES experiments
on anionic finite systems do not, in general, probe the properties
of their neutral counterparts; the charge state may have a
substantial effect on other, e.g., structural and consequently
electronic, properties; 3) consistency with the jellium model
picture may not be an adequate indicator of metallicity; 4)
approach to the same value in the degree of s-p hybridization in
anionic and neutral Mg, clusters as their size increases is a
better indicator of the transition to metallicity than the change in
that degree considered separately in either anionic or neutral
clusters. Detailed discussion of these findings is given in Refs.
2-4.

Role of Structure. We used our new correction scheme to
compute the spectra of EBEs for different isomers of Mgy,
clusters of different sizes*®. These are shown for Mg,", Mg,
and Mg, together with their measured spectra’ in Fig. 3. The
quality of the agreement between the computed and measured
results can be gauged by the case of Mg,", which forms only one
isomeric form. In fact, the excellent agreement between the two
is the experimental corroboration of the theoretically predicted
tetrahedral structure. Examination of the results for Mg;,” and
Mg, again reveals an excellent agreement between the features
of the measured spectra and the pattern of EBEs computed for
the most stable isomers of the clusters. Although the overall
pattern of the EBEs computed for the second isomer of Mgi¢ is
somewhat different, the computed spectrum is within the range
of the measured spectrum and, therefore, this isomer may be a
contributor to the measured spectrum. This is not the case for
the second isomer of Mg, and the third isomer of Mg;s". The
binding energy of the most external electron of these isomers is
not represented in the corresponding measured spectra and
therefore one can eliminate them as contributors to these
spectra. These results illustrate how high accuracy computations
of structure-specific EBEs used in conjunction with measured
PES allow for identification of and discrimination between the
structural forms of clusters generated in a given experiment.

Role of Composition. We applied our scheme to compute and
analyze spectra of EBEs of anionic Al, and Al,Ni clusters.
Experimental PES data are available for these systems’ (also L.-
S. Wang et al., to be published), and our computed results are in
excellent agreement with these data. The case of bimetallic
clusters is especially interesting. Can we understand and explain
the changes in the spectrum caused by introducing an atom of a
different type into a cluster (doping)? In Fig. 4 we show the
spectra of the computed and measured EBEs for Aly,", Al;5, and
Al;)Ni". The measured spectra are very different for the three
clusters, and the computations reproduce these differences. We
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‘ ‘ ‘ formulated and performed a detailed analysis that allowed us to
2 explain how the three-humped spectrum of Al;,” evolves into a
single-peaked (with a shoulder) spectrum of Al;;”, when one
adds an Al atom to Alj,’, and into a shifted three-humped
. i spectrum of Al;;Ni", when one adds a Ni atom to Aly,". This

* * * analysis identifies the separate roles of the changes in the
i structure/symmetry and the number of electrons caused by
adding different atoms to a cluster. It is general and applicable
to any finite system to characterize the changes in its EBE
AL i I spectra as a function of its size and composition.

Intensity/Occupancy

Intensity/Occupancy

Al NP Future Plans

It is clear that exploration of the size-induced transition to
| metallicity in Mgy, clusters requires extension of the studies to
; . ; larger sizes. The size-range n=2-22 is well within the nonscaling
Electron Binding Energy (eV) regime, where the properties change nonmonotonically with the
size. Among the questions to be addressed and answered are: 1)
Can one identify different stages in the size-evolution of
electronic properties within the nonscaling regime? 2) If yes,
what defines the number and nature of these stages? 3) At what
size, or size-range, does the scaling (i.e., monotonic) evolution of electronic properties set in? 4) At what
size does the dependence on the charge state become inessential? 5) What are the roles of doping and
temperature in changing the degree of metallicity of finite systems? But the most complex and important
task is to formulate a general conceptual framework that defines those features and attributes which can
be viewed as the finite-size analog of the bulk metallic state and which evolve into the traditional metallic
properties as the size of the systems increases. This framework will have to include the coupling between
the different finite-size descriptors of metallicity and account for the possible differences in the rates of
change of these descriptors as a function of size.

Intensity/Occupancy

[N}

Figure 4. Computed (bar graphs) and
measured (line graphs) spectra of
electron binding energies.

Future work will include a more comprehensive analysis of the contribution of different structural forms
of a cluster (more generally, finite system) to its PES measured under different experimental conditions
(e.g., temperature). This, of course, will require appropriate experimental data. Theoretically, evaluation
of the branching ratio between the different isomeric forms contributing to a measured PES will involve
evaluation of the entropic contribution (i.e., computation of the vibrational density of states). The task,
therefore, calls for development of methods for computation of more realistic, anharmonic densities of
states.

The studies of the composition-dependence of the EBE spectra of bimetallic clusters will be extended to
analyze the systematic (but not necessarily monotonic) changes in these spectra as a function of the
stoichiometric (i.e, percentile) composition. These will be performed for clusters of different sizes and
different elemental composition. Later work will include ternary systems. The goal here is to identify and
formulate general guiding criteria that will allow for rational design and assembly of heterogeneous
clusters and cluster-based systems with desired electronic and other properties.
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I. Program scope

The reactions of a single metal atom, or possibly a metal dimer, with simple
gaseous reagents are reasonable first order model systems for emulating metal cluster and
molecular supported catalysis. Although the literature abounds with theoretical
predictions for the reaction of naked metal atoms or metal clusters with simple
hydrocarbons, hydrogen, and other gases, the gap between theoretical predictions and
experimental observations is immense. The calculations typically predict structure and
relative stability for the pre-reactive complex, insertion products, transition state
complexes, and elimination products that occur along plausible reaction paths. The
elimination products are small, transient, metal-containing radical molecules which are
the focus of our studies. In our case, these molecules are generated in the reaction of a
laser ablated metal vapor seeded in an Argon/reagent gas supersonic expansion. Highly
quantifiable information about the geometric, and more importantly, electronic structure
of these molecules is derived from the analysis of optical spectra recorded at the near
natural linewidth limit. These simple molecules are also amenable to sophisticated
electronic structure calculations, thereby creating the desired symbiosis between theory
and experiment.

Experimental determination of the permanent electric dipole moments, p, has been
a major focus because dipole moments: are primarily dependent upon the chemically
relevant valence electrons, are the most fundamental electrostatic property, and enter into
the description of numerous phenomena. The observed large variation in p even amongst
simple, similar molecules (e.g. MoC (X°") p = 9.4 D (unpublished results) vs. PtC(X'Z")
p = 1.08D[1]) illustrates its sensitivity to the nature of the chemical bond. A comparison
of predicted p values with experimentally determined values is the primary criteria for
assessing the effectiveness of various computational methodologies. This is particularly
important for evaluating post-Hartree-Fock treatments, which are essential for obtaining
quantitative predictions. A stringent test of computational methods [3,4] is the
comparison of predicted values of p obtained by both a finite field calculation, where

:aEn—efgyL , and the expectation value approach, where p =<‘Pel >er; ‘Pel>. The
9E [E—0 i
two approaches are related by [2]:
ely | o
oew]  —(welTen| w2 e el 1)
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where E is the applied electric field. According to the Hellman-Feynman theorem, the
finite field and expectation value prediction will be identical (i.e. the 2™ term of Eq. 1 =
0) when W' is either the exact eigenfunction of the Hamiltonian or a predicted wave
function that has been fully optimized in the variational sense. For transition metal
containing molecules, ab initio generated wave functions require extensive treatment of
electron correlation and are not fully optimized in the variational sense. Therefore, if the
predicted wavefunction, ¥ is an accurate approximation to the true wavefuntion, then
the expectation value prediction and the finite field predicted value will agree with the
experimentally derived value.

II. Recent accomplishments

a. Dipole moment measurements.

This presentation will focus on unpublished results for tungsten nitride, WN, and
rhenium nitride, ReN and make a comparison with isovalent chromium nitride, CrN [5]
and molybdenum nitride, MoN [6]. The optical Stark laser induced fluorescence (LIF)
spectrum of the R..(0.5) branch feature of WN and the associated energy level pattern are
presented in Figure 1. The molecules were generated in the reaction of laser ablated
tungsten with an ammonia/argon supersonic expansion.

R.(0.5) *WN = +15 Figure 1. The R.(0.5) branch
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Spectra of similar quality were recorded for the (0,0) [26.0]0" - X0 band system of
'87ReN. The determined values for p and the reduced dipole moment (= p/bond distance)
are collected in Table I. Trends in these values will be rationalized using a molecular
orbital correlation diagram and they will be compared with theoretical predictions.

Table 1. Dipole moments for CrN, MoN, WN and ReN.

Parameter 186N 87ReN CrN MoN
x> A4H3 ” Xo* [26.0]0" Xy Xy

u (Debye 3.77(18) 2.45(3) 1.96(8) 3.53(4) 2.31(4)b 2.44(5)°

WR, (D/A) 2.26 1.45 1.20 2.12 1.47 1.48

“The numbers in parentheses represent a 2c error estimate. ° Ref. 5; © Ref. 6
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b. Identification of new metal containing molecules

A primary objective of this project is the identification of new transition metal containing

polyatomic molecules. Amongst the new polyatomic molecules that we have observed are
platinum imide, PtNH (Figure 2) and scandium cyanide, ScCN (or ScNC)(Figure 3).
Interestingly, there was no evidence of ScC; in the ablated scandium/CHy4 reaction products

even though YC; (Publication #1) is efficiently made in these sources.
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I11. Future directions
a. Discharge sources as an alternative method for molecular production.

The number of polyatomic molecules that we have detected and characterized are
far fewer than the number of diatomic molecules. Our current laser ablation/reaction
production scheme may favor generation of diatomic fragments because of the associated
energetic ablation plasma. In the future, we will also use a dc-discharge supersonic
expansion source with volatile organometallic precursors similar to what we used in the
study of SiCH [7] and GeCH [8]. Initial studies will use trimethyl(methycyclopetadienyl)
platinum, (CH3)3;(CH3CsHy4)Pt, seeded in an argon carrier gas.

b. Mid-infrared spectroscopy
The metal imides, MNH, amides, MNH,, hydroxides, MOH, carbenes, MCH,, and
methylidines, MCH, have been, and will continue to be, targets for our high-resolution
spectroscopic studies. Many of these molecules are observed in our TOF mass spectra,
but detecting them via LIF spectroscopy has been challenging. While extremely sensitive
and informative for many molecules, electronic spectroscopy with LIF detection has
certain drawbacks which include: a) long spectral searches required, b) the excited

36



electronic states may be heavily perturbed making analysis difficult, and ¢) the excited
state may be weakly fluorescent due to pre-dissociation or internal relaxation. Searching
problems in the mid-IR are much reduced because all C-H, N-H and O-H stretching
frequencies are in the range of 2900 cm™ -3100 cm™, 3200 cm™ -3500 cm™, 3750 cm™ -
3900 cm™, respectively. Furthermore, it is likely that pre-dissociation or internal
relaxation effects are much reduced in the mid-IR due to the lower density of states.

We plan to construct a difference frequency generation (DFG) spectroscopic source
similar to that currently used by the Rice University group [9,10]. This system
incorporates two recent technological advances that greatly facilitate DFG. In this scheme
the traditional Ar' laser is replaced by a powerful compact and low-noise, single
frequency, cw, diode-pumped Nd:YAG laser operating at 1064 nm and the mixing media
is a periodically poled lithium niobate (PPLB) crystal. The periodic-polling facilitates
phase matching eliminating the need for accurate temperature control.
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Program Scope

Deposition of high-energy radiation in a condensed phase leads to a cascade of
low-energy electrons that produces a nonhomogeneous spatial distribution of molecular
ionizations, excitations, dissociative electron attachment processes, and dissociative
electron recombination reactions. These fundamental processes are investigated using a
multi-facetted approach employing experiments in conjunction with Monte Carlo kinetic
modeling and electronic structure calculations. The goal is to address the role of low-
energy electrons in determining mechanisms, kinetics, and yields in the radiolysis of
aqueous and hydrocarbon solutions. The interest in these issues is fundamental nature,
but the chemical systems are found throughout the DOE portfolio in nuclear technology
and in radioactive waste remediation and management, as well as in other technological
challenges involving radiation.

One feature that distinguishes radiolysis from photolysis is the clustering of
damage. This clustering of molecular fragments defines the track and gives the chemistry
its characteristic transient (ps-ns timescale) kinetics. The transient chemistry is nearly
diffusion controlled, and it depends critically on both the identities of the reactive
particles and their spatial locations. The structure of the radiation track is controlled
almost entirely by low-energy secondary electrons produced by the inelastic encounters
of the primary irradiating particle with medium molecules. These electrons typically have
energies below 100 eV. (¥

Although low-energy electrons are of central importance in the origin of the
clustering within a radiation track, and the nature of their interactions controls the initial
yields of the chemically reactive species, there is very little quantitative information
available in the solid phase, and virtually none in the liquid phase. ® Qualitatively, the
secondary electron travels a short distance from its parent event and ionizes or excites a
second molecule, sometimes producing another electron with even lower energy. In
addition, low-energy electrons can undergo dissociative electron attachment processes, !
which may also lead to the dissociation of a molecule. The daughter events are produced
close to the primary event, and this leads to the clustering of the fragments in spurs. ¥

Recent Progress

Data on the effects of radiations such as alpha particles and accelerated light and
heavy ions are scarce, and the only system investigated thoroughly is the dependence of
the Fricke dosimeter on radiation type and energy. ©’ Comparison of stochastic
independent reaction times (IRT) simulations for track segments with experimentally
determined differential yields shows excellent agreement for energetic electrons, and for
non-relativistic ions, including 'H, “He, >C, and *°Ne. © The results reveal a significant
effect of particle type and energy, which reflects the competition between intra-track
reaction of the radiation-induced radicals, diffusion, and scavenging. Examination of the
underlying Monte Carlo track structure simulations shows that the radial energy loss
profiles are similar for ions with the same velocity/charge ratio. About ~ 40% of the
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energy is deposited initially within a water diameter of the track axis, with the remainder
transported away by secondary electrons.

Preliminary Monte Carlo simulations of the degradation of low-energy electrons
in ice have been performed ” and the simulation method has been validated by
comparison with the experimental EELS spectrum of ice. ® The simulations have been
analyzed with specific reference to the range of the electrons (spur width), and the
number and nature of the secondary events (spur content). The predicted ranges of low-
energy electrons in ice are relatively long. For most energies in the interval studied, O to
25 eV, the range is greater than 10 nm. Secondary low-energy electrons are generated
with a spectrum of energies, which can be calculated from a full track structure
simulation. The mean penetration distance averaged over the energy distribution for a 1
MeV fast electron gives a track mean of 8.4 nm. Radiation chemical studies have
generally assumed that the low-energy electron thermalization distribution is Gaussian,
independent of energy, and centered on the event in which the low-energy electron is
generated. A Gaussian of standard deviation 5.2 nm and mean 8.3 nm is required to fit
the observed hydrated electron decay kinetics for fast electron pulse radiolysis. ” The
agreement between the two distances, obtained in entirely different ways, is remarkable,
given the approximations still inherent in both methods. However, the Gaussian electron
distribution used to model track chemistry bears no resemblance to the simulated
distribution of the thermalization distance.

Extensive experimental and modeling studies on y and fast electron radiolysis of
aqueous solutions have been performed, and have provided considerable information
about the kinetics and reactions of radiation-induced radicals and molecular products, and
about their long-time yields. '” This program is complementing these studies by
examining the radiolysis of water and aqueous solutions with heavy ions. The present
experimental and modeling studies are focusing on the kinetics and yields of the transient
radical species, e, and OH, which are ultimately responsible for much of the observed
radiation damage.

Future Plans
a. Non-homogeneous track chemistry in aqueous solutions.

The effects of radiation type and energy on radiation chemical kinetics provides
the most direct insight into the non-homogeneous diffusion and reaction processes
occurring in a radiation track. A major thrust of this program is a systematic experimental
determination of the effects of ion type and energy on the radiolysis of aqueous solutions
to enable the construction of a database of the yields and kinetics of e,; and OH radicals
in heavy ion radiolysis of water. The database of information obtained from the
experimental studies will be analyzed using stochastic IRT kinetic techniques !V
incorporating track structures simulated using a collision-to-collision approach and
employing interaction cross-sections appropriate for liquid water, '? with the goal that
the combination of experiment with modeling will provide a realistic description of the
diffusion-reaction processes underlying the kinetics. Modeling of the track chemistry of a
heavy ion necessitates the simulation of track segments for ions of different energy,
followed by integration, as track segment yields are very different from the track average
yield except at high ion energies. Stochastic calculations will complement the
experimental component of this program, examining the dependence of the yields of
scavenger systems to probe the decay kinetics of e,; and OH and of the production of the
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molecular products, H, and H,O,. The simulations provide a direct picture of the energy
transfer from the radiation to the medium, of the physical consequences of the energy
transfer events, and of the roles of the reactions comprising the radiation chemical
reaction mechanism. Examination of the underlying radiation track structure and the
details of the simulated reaction kinetics will provide insight into the effects of the
competing physical, physico-chemical and chemical processes on the experimentally
observed chemistry.

b. Local track structure in water.

Monte Carlo track-structure type simulations of the degradation of low-energy
electrons in density-normalized gaseous and ice water will be performed to investigate
how condensation affects the interactions of low-energy ionizing radiation with water,
and to elucidate the effects of phase on local track (spur) structure in water. Absolute
cross-sections for amorphous ice, '* which is structurally similar to liquid water, are
markedly different from the corresponding gas phase cross-sections: most notably the
elastic cross section is dominated by the long-range charge-dipole interaction in the gas
phase and is 30 times smaller in ice. The simulations will be analyzed for the range of the
electrons (radiation chemical spur width), and the distances between adjacent events.
Stochastic track structure simulations for y, and heavy ion, radiolysis of liquid water
predict that the yield of electrons with energy in the range ~ 0 to 25 eV is ~ 4.0 per 100
eV of transferred energy, and that the mean energy of these low-energy electrons is about
9.7 eV. Monte Carlo simulations will provide the number, nature and relative positions of
the electronic excitation, dissociative electron attachment and recombination events of
the low-energy electrons as a function of the electrons initial energy. This data is
particularly important for elucidation of the clustering of the damage sites.

c. Dissociative electron attachment reactions.

A dissociative electron recombination reaction, speculated to produce H,O* or
perhaps H3;O*, has been identified as the dominant source of sub-picosecond H; in heavy
ion radiolysis of water; (9 however, other mechanisms such as dissociative electron
attachment to water cannot be discounted as contributing pathways in y and fast electron
radiolysis. The ultra-short lived species produced by dissociative electron attachment
processes, which may involve resonance states of a transient molecular anion, (H,O), (as
distinct from the hydrated electron) or fragment anions, H, O" and OH’, are not
characterized in the liquid phase. Theoretical studies to characterize the transient products
of dissociative electron attachment will provide input and understanding for the
description of low-energy electron chemistry. These studies will involve electronic
structure calculations on the energetics of (H,0), as well as Monte Carlo simulations
investigating the role of DEA in the production of radiation induced radicals and ions.
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Program Scope: This project seeks to develop theoretical and computational methods
for treating electron collision processes that are currently beyond the grasp of first
principles methods, either because of the complexity of the targets or the intrinsic
complexity of the processes themselves. We are developing methods for treating low
energy electron collisions with polyatomic molecules, complex molecular clusters and
molecules bound to surfaces and interfaces, for studying electron-atom and electron-
molecule collisions at energies above that required to ionize the target and for calculating
detailed electron impact ionization and double photoionization probabilities for simple
atoms and molecules.

Recent Progress and Future Plans: We report progress in three distinct areas covered
under this project, namely electron-polyatomic molecule collisions, electron impact
ionization and double photoionization.

1. Electron-Molecule Collisions

We have completed the first phase of a major study of dissociative electron
attachment (DEA) to water. Low-energy dissociative attachment in water proceeds via
Feshbach resonances corresponding to the formation of metastable negative ion states.
Using the Complex Kohn Variational method, augmented with large-scale configuration-
interaction studies, we constructed a complete, three-dimensional complex energy surface

for the lowest (2B1) resonance and then carried out time-dependent wavepacket studies

of the dissociation dynamics in full dimensionality using the Multi-Configuration Time-
Dependent Hartree method in collaboration with H-D. Meyer (Heidelberg University).
The results of this study, which represent the first ever fully ab initio calculation of
dissociative electron attachment to a polyatomic target, were found to be in substantial
agreement with experiment and were published in two papers in Physical Review A. We

plan to extend these studies to the two higher (2A] and 2B» ) resonance states, thereby
providing a complete first-principles treatment of DEA in this important system,

including cross sections and branching ratios between the H + OH and O + H; product
arrangements .

The Complex Kohn method continues to serve as our principal tool for studying
electron-molecule scattering. In collaboration with A. E. Orel (UC Davis), we have used
this method to study low-energy electron scattering by ethylene and tetrafluoroethene ,
which are both important in low-temperature plasma technology. We also completed an
initial study of the dynamics of resonant vibrational excitation of NO, using the complex
Kohn method to characterize the resonance curves along with a local complex potential
model for the nuclear dynamics. Our plans are to explore the importance of non-local
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effects in the excitation dynamics of this molecule and to predict cross sections for

dissociative electron attachment to NO. Experimental studies on dissociative attachment
to NO are also underway at LBNL.
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resonant state of H,O. Right Panel: Comparison of calculated and measured (lines
with squares) cross sections for production of OH in vibrational states v =0 to v=7 in
dissociative electron attachment to water. Thick line: total cross section.

2. Electron-Impact Ionization

Our studies of electron impact ionization are based on the exterior complex scaling
(ECS) method - an approach that has provided the only complete solution to the quantum
mechanical three-body Coulomb problem at low collision energies to date. Using a time-
dependent version of the basic ECS approach, we have successfully extended our studies
to treat ionization of an atomic target with two active electrons. We have completed a
study of electron-impact ionization of helium in the S-wave model, providing the first
ever calculation of single differential ionization cross sections for a target with two active
electrons. The results have been submitted to Physical Review A. We also plan to extend

these studies to look at excitation-ionization and its signature on the differential
ionization cross section.
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3. Double Photoionization

We have continued with a theoretical effort, initiated in FY03, directed at studying
double photoionization (one photon in, two electrons out) of atoms and molecules using
the exterior complex scaling approach. The viability of the approach was successfully
demonstrated this year with an extensive study of differential cross sections for double
photoionization of helium which was published in Physical Review A along with a
second paper on complex ionization amplitudes recently submitted for publication. We
have also made substantial progress in extending these studies to a molecular target and
have obtained preliminary results for double photoionization of H,. All of this work has
been carried out using an implementation of ECS with B-splines in collaboration with F.
Martin (Autonomous University of Madrid). We are planning a further modification of
our current approach that will replace the B-splines with a more efficient Discrete
Variable Representation. We are also working on a hybrid approach that combines the
use of molecular Gaussian basis sets with the Discrete Variable Representation and ECS.
Such an approach avoids the use of single-center expansions, simplifies the computation
of two-electron integrals and will pave the way for studies of double photoionization of
more complex molecules.

Publications (2002-2004):

1. T.N. Rescigno, W. A. Isaacs, A. E. Orel, H.-D. Meyer and C. W. McCurdy,
“Theoretical Studies of Excitation in Low-Energy Electron-Polyatomic Molecule
Collisions”, in Photonic, Electronic and Atomic Collisions, Invited Papers,
Proceedings of the XXII International Conference on Photonic, Electronic and
Atomic Collisions, Santa Fe, NM 2001 (Rinton Press, Princeton 2002).

2. C. W. McCurdy, M. Baertschy, W. A. Isaacs and T. N. Rescigno, “Reducing
Collisional Breakup of a System of Charged Particles to Practical Computation:
Electron-Impact Ionization of Hydrogen”, in Photonic, Electronic and Atomic
Collisions, Invited Papers, Proceedings of the XXII International Conference on
Photonic, Electronic and Atomic Collisions, Santa Fe, NM 2001 (Rinton Press,
Princeton 2002).

3. T. N. Rescigno, W. A. Isaacs, A. E. Orel, H.-D. Meyer and C. W. McCurdy,
“Theoretical Study of Resonant Vibrational Excitation of CO, by Electron Impact”,
Phys. Rev. A 65, 032716 (2002).

4. C. W. McCurdy, D. A. Horner and T. N. Rescigno, “Time-dependent approach to
collisional ionization using exterior complex scaling”, Phys. Rev. A 65, 042714
(2002).

5. W. Vanroose, C. W. McCurdy and T. N. Rescigno, “On the Interpretation of Low
Energy Electron-CO, Scattering”, Phys. Rev. A 66, 032720 (2002).

6. T. N. Rescigno and C. W. McCurdy, “Collisional Breakup in Coulomb Systems”, in
Many-Particle Quantum Dynamics in Atoms and Molecules, edited by V. Shevelko
and J. Ullrich (Springer-Verlag, Heidelberg, 2003).

44



7. C. W. McCurdy, W. A. Isaacs, H.-D. Meyer and T. N. Rescigno, “Resonant

Vibrational Excitation of CO, by Electron Impact: Nuclear Dynamics on the
Coupled Components of the 2Hu resonance”, Phys. Rev. A 67, 042708 (2003).

8. T. N. Rescigno, M. Baertschy and C. W. McCurdy, “Resolution of phase

ambiguities in electron-impact ionization amplitudes”, Phys. Rev. A 68, 020701 (R)
(2003).

9. C. Trevisan, A. E. Orel and T. N. Rescigno , “Ab Initio Study of Low-Energy

10.

11.

12.

13.

14.

15.

16.

17.

18.

Electron Collisions with Ethylene”, Phys. Rev. A 68, 062707 (2003)

W. Vanroose , C. W. McCurdy and T. N. Rescigno, “Scattering of Slow Electrons
by Polar Molecules: Application of Effective-Range Potential Theory to HCI”,
Phys. Rev. A 68, 052713 (2003).

W. Vanroose, Z. Zhang , C. W. McCurdyand T. N. Rescigno, “Threshold
Vibrational Excitation of CO, by Slow Electrons”, Phys. Rev. Letts. 92, 053201
(2004).

C. W. McCurdy and F. Martin, “’Implementation of Exterior Complex Scaling in
B-Splines to Solve Atomic and Molecular Collision Problems”, J. Phys. B 37, 917
(2004).

C. W. McCurdy, D. A. Horner, T. N. Rescigno and F. Martin, “Theoretical
Treatment of Double Photoionization of Helium Using a B-spline Implementation
of Exterior Complex Scaling”, Phys. Rev. A 69, 032707 (2004).

Z. Zhang, W. Vanroose, C. W. McCurdy, A. E. Orel and T. N. Rescigno , “Low-
energy Electron Scattering by NO: Ab Initio Analysis of the 3y~ lAand Izt shape

resonances in the local complex potential model”, Phys. Rev. A 69, 062711 (2004).
D. J. Haxton, Z. Zhang, C. W. McCurdy and T. N. Rescigno, “Complex Potential

Surface for the 2B1 Metastable State of the Water Anion”, Phys. Rev. A 69, 062713
(2004).
D. J. Haxton, Z. Zhang , H.-D. Meyer , T. N. Rescigno and C. W. McCurdy,

“Dynamics of Dissociative Attachment of Electrons to Water Through the 2B1
Metastable State of the Anion”, Phys. Rev. A 69, 062714 (2004).

C. S. Trevisan, A. E. Orel and T. N. Rescigno, “Ab 1initio study of Low-Energy
Electron Collisions with tetrafluoroethene, C,F,” , Phys. Rev. A 70, 012704 (2004).

C. W. McCurdy, M. Baertschy and T. N. Rescigno, “Solving the Three-Body
Coulomb Breakup Problem Using Exterior Complex Scaling”, J. Phys. B (topical
review) (accepted).

45



Low-Energy Electron Interactions with Complex Target

“Low-Energy Electron Interactions with Complex Targets”
Thomas M. Orlando, School of Chemistry and Biochemistry and School of Physics,
Georgia Institute of Technology, Atlanta, GA 30332-0400
Thomas.Orlando@chemistry.gatech.edu

Objectives: The primary objectives of this program are to investigate the fundamental physics
and chemistry involved in low-energy (1-100 eV) electron scattering with molecular solids,
surfaces and interfaces. The program is primarily experimental and concentrates on the important
questions concerning how gas-phase concepts have to be modified when trying to understand
electron collisions with complex condensed-phase targets.

Progress: This is the second year of the program which began in July 2002. We have focused on
three main tasks that are being carried out in the Electron- and Photon-Induced Chemistry on
Surfaces (EPICS) Laboratory at the Georgia Institute of Technology (GIT).

Task 1. The temperature dependence of low-energy (5 —250 eV) electron stimulated desorption
of H', H,", and H'(H,0),, and the uptake and autoionization of HCI on low-temperature water
ice. We have used low-energy electron stimulated desorption (ESD) to study the production of
H', H,", and protonated water clusters (H'(H,0),) from pure non-porous amorphous solid water
(ASW) and crystalline (CI) water ice films [1-4]. We observe a threshold energy of 22 £ 1 eV for
the ESD of H and H,". H" ESD has a secondary threshold above ~ 40 eV and dominates the
cation yields from both ASW and CI. A small yield of protonated clusters H (H,0),, where n=1-
8, is also observed for incident electron energies above ~ 40 eV, and the yield for H+(H20)n:1_g
increases significantly at ~ 70 eV. The H'(H,0),-,.3 yields are higher from ASW relative to CI
and decrease with temperature, whereas the proton and H," yields show the opposite trend,
increasing with temperature. All of these cation desorption channels involve localized two-hole
states containing a, character. Since a, levels are involved in hydrogen bonding and are perturbed
via nearest neighbor coupling, the ESD cation yields are very sensitive to the local potential and
disorder in the terminal layer of the ice. The changes in the yields with phase and temperature are
associated with structural and physical changes in the adsorbed water and longer lifetimes of
excited state configurations containing a, character. This is shown below in Figure 1. Also
shown is the thermal desorption data of 0.05 ML of HCI adsorbed on ASW.

Figure 1. Temperature dependence of electron
stimulated cation yields (left axis) compared to
thermal desorption data (right axis). The H" (-
o-) and H," (-A-) yields increase as a function
of temperature, whereas the cluster ion yields
(i.e. H;O" (-o-), H'(H,0), (- A-) and H'(H,0);
(-m-) decrease. These changes occur prior to
any appreciable thermal desorption of H,O
(dashed line) and molecular HCI (solid line).

. : — Note the HCI and H,O desorption processes are
Temperature (K)

ESD Yield (arb. units)
(syun -que) pjIA ddl

We have utilized the dependence of the ESD cation yields on the local potential to
examine the details of HCI interactions on low-temperature (80- 140 K) water ice surfaces. This
experiment relies upon the results of the previous task which examined the ESD of protons and
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protonated clusters (H")(H,0),, where n=1-8. As discussed above, these cation desorption
channels involve localized two-hole states and the yields are very sensitive to the local disorder in
the terminal layer of the ice. We have observed an enormous reduction of the proton signal and a
concomitant increase in the protonated cluster signals due to the presence of sub-monolayer
quantities of HCL. This occurs at temperatures as low as 80 K and indicates rapid uptake and
non-activated autoionization of HCIl. This forms ion-pair states that lead to disorder, reduced
numbers of dangling bonds and increased hole-localization. These results clearly demonstrate the
utility of ESD to probe the interactions of acidic molecules with low-temperature ice surfaces.

T' H s PASW-80K
. . 2508V
% Hxs n=t | " " {200 Figure 2. The time-of-flight distribution of cations
g i | produced and desorbed during pulsed 250 eV
"2 L | g electron beam irradiation of PASW (A) and CI (B).
M i e The filled circles represent data obtained from
B x100 CI-140K pristine ice whereas the dashed line indicates the
o Co 2508V ion yield after the addition of 0.06 ML of HCI. The
5| aoll ! HCl ionizes causing a large reduction in H" and H,"
g I \ﬂl [‘ and an increase in H(H,0), yields.
.
o
]

10 15 20 25
Time of Flight (usec)

Task 2. A theoretical description and experimental demonstration of diffraction in electron
stimulated desorption (DESD). The role of diffraction in electron-stimulated desorption (DESD)
is demonstrated and described theoretically [5,6]. Specifically, initial state effects in DESD of
CI" from Si(111)-(1x1):Cl is examined and the theory is expanded to encompass spherical-wave
and multiple scattering effects of low-energy incident electrons by introducing a separable
propagator method. The scattering amplitude is calculated and compared with a plane-wave
approximation, which can be applied to reduce the calculation time of DESD. Qualitative
analysis of Cl” desorption shows that the initial excitation occurring on the Si(111)-(1x1):Cl
surface primarily involves the Si. Two desorption mechanisms are proposed, i) ionization of the
Si(3s) level followed by Auger cascading from the o-bonding surface state and shake-up of an
electron in the non-bonding m-level and ii) direct ionization of the Si-Cl o-bonding state.
Temperature effects on DESD rates are also analyzed and modeled. The feasibility and potential
utility of DESD for holographic imaging is also discussed.

Task 3. Low-energy electron-induced damage of DNA: Neutral fragments yields. We have
utilized a VUV source using third-harmonic generation in rare gases to detect the neutral
fragments produced during the low-energy electron beam induced damage of DNA plasmids
physisorbed on graphite substrates. We are also monitoring the DNA damage using in situ
Fourier transform infrared spectroscopy and post-irradiation gel-electrophoresis. The data
indicates that negative ion-resonances of the interfacial water and substrate interactions contribute
to the damage of DNA.
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Future Plans:

Task 1. The role of co-adsorbates on ESD and DEA processes. We will continue our studies of
low-energy electron stimulated desorption from low-temperature ice surfaces and interfaces
containing co-adsorbed species. In particular, we will examine physisorbed O, and CI, on
multilayer ice. We will also examine interface structure, dynamics and electron scattering
resonances associated with the presence of ions typically found in environmental and biological
systems.

Task 2. Vacuum ultraviolet photo-induced processes in water films: The competition
between ionization and dissociation. We plan to continue VUV based photo-ionization mass
spectrometry techniques to examine the low-energy electron-induced damage of DNA plasmids
and DNA strands. This work will involve very careful control (i.e. removal) of substrate effects.
In addition, it will play close attention to the role intrinsic water plays in DNA damage initiated
by low-energy electrons.

Task 3. Theoretical description of electron-molecule scattering with DNA and other
complex organic molecules. We have used the theory developed to describe DESD from well-
ordered Cl-terminated Si surfaces [5,6] to look at interference effects during the elastic and
inelastic scattering of electrons with a model helical collision system constructed from of Ar
scattering centers. The geometrical arrangement has been chosen to represent the B-DNA. We
will continue this work by applying it to a collision system representative of the A form of DNA.
We will also incorporate more realistic scattering potentials into the calculation.
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